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zur Inhaltsiibersicht

Vorwort

Most ignorance is vincible ignorance. We don’t know because we don’t want to know.
Aldous Huxley, «Beliefs», 1958

«Das meiste Unwissen», so schreibt Aldous Huxley, «ist besiegbar.» Wir werden
geboren als hilflose Biindel, die keines der Phdanomene, die sie umgeben, erkldren
konnen. Die Biindel reagieren mit Hilfe eines komplexen Apparates aus Instinkten
und Reflexen, der {iber mehrere Milliarden Jahre in biologischen Organismen
entstanden ist, so wie ein Igel sich zusammenrollt, wenn Gefahr droht. Die ndchsten
15 bis 30 Jahre verbringen wir damit, uns zusatzlich zu diesem Igelwissen abstrakte
Kenntnisse iiber die Welt anzueignen. Dabei bewegen wir uns in den Fullstapfen
vieler anderer vor uns, die miihevoll herausgefunden haben, wie die Dinge
zusammenhdngen, und ihr Wissen irgendwo fiir uns hinterlassen haben, zum
Beispiel in Form von Symbolen auf Steinplatten, als dicke Biicher oder im Internet.

Wie weit man dabei geht, bleibt jedem selbst iiberlassen. Viele geben auf, bevor
die Grenzen des menschlichen Wissens in Sicht kommen. Fiir das, was danach an
Unwissen {ibrig bleibt, ist jeder selbst verantwortlich, oder, um Huxleys Feststellung
umzudrehen: Wir wissen nur das, was wir wissen wollen. Den Weg zur Steinplatte
oder zum Internet kann man niemandem ersparen. Ein paar von uns erreichen
irgendwann den Punkt, an dem keine Steinplatte der Welt mehr weiterhelfen kann,
den Punkt, an dem aus privaten Wissensliicken echtes Unwissen wird: die Sorte
Fragen, bei der selbst Experten mit den Achseln zucken und «Wissen wir nicht»
sagen. Um diese Fragen wird es in diesem Buch gehen.

Auf eine Art gilt Huxleys Ansage auch bei diesen Problemen. Es gibt immer einen
grollen Sack voll ungel6ster Fragen. Welche wir davon in Angriff nehmen und wie
wir mit ihnen umgehen, hat damit zu tun, was wir (alle zusammen) herausfinden
wollen, und das wiederum wird von vielen unwéagbaren Faktoren bestimmt: von den
personlichen Vorlieben der Forscher und ihrer Geldgeber, den intellektuellen
Fahigkeiten der Wissenschaftler, aktuellen Trends, gesellschaftlichen Umstdnden,
technischen Entwicklungen und nicht zuletzt von dem, was die Vorganger uns an
Wissen beziehungsweise Unwissen hinterlassen haben.

Die Handhabung von Unwissen
Taucht ein bisher unbekanntes Phianomen vor einem auf, hat der Wissenschaftler



mehrere Moéglichkeiten, damit umzugehen. Der Philosoph Godehard Briintrup
beschreibt fiinf Strategien:

Steht die Forschung erst am Anfang, kann man einfach abstreiten, dass das
Phdanomen existiert. Eine beliebte Strategie, beispielsweise bei den Themen
«Kugelblitz» und «Weibliche Ejakulation» im «Lexikon des Unwissens» oder — Hot
Hand in diesem Buch. Mal wird man damit am Ende recht behalten (den Ather, den
Animalischen Magnetismus und das Ungeheuer von Loch Ness gibt es nach
heutigem Wissensstand wirklich nicht), mal steht man dumm da, etwa wenn sich —
wie im 19. Jahrhundert — herausstellt, dass es sehr wohl Steine gibt, die unter Blitz
und Donner aus dem Weltall auf die Erde herabfallen.

Zweitens kann man sich auf den Standpunkt stellen, dass das Phdnomen zwar
existiert, aber egal ist. Diese Strategie spielt im Kapitel -~ Megacryometeore eine
Rolle: Es gibt zu viele Zeitungsfotos von Eisbrocken in Vorgarten, als dass man das
Thema leugnen konnte, aber wenn dieses Eis einfach von Flugzeugen abféllt, handelt
es sich nur um ein wissenschaftlich nicht besonders interessantes Kuriosum.

Eine dritte Moglichkeit: Man behauptet, das Phdnomen sei real und wichtig, lasse
sich aber mit den vorhandenen Theorien erkldren. Im Zusammenhang mit dem
Thema — Ubergewicht wire das etwa folgende Haltung: Es gibt tatsdchlich eine
Ubergewichtsepidemie, die nicht nur durch wirtschaftliche Interessen,
Leichtglaubigkeit und schlampige Statistik zustande kommt, und diese
Ubergewichtsepidemie gefihrdet unsere Gesundheit und die Kalkulation der
Krankenkassen. Aber es handelt sich dabei um individuelles Versagen, die Leute
fressen halt einfach zu viel, und wenn sie sich gleich ab morgen diszipliniert und
korrekt erndhren, kommt alles wieder in Ordnung.

Die vierte Strategie besteht darin, genau das Gegenteil zu behaupten: Das
Phanomen lasse sich ohne wissenschaftlichen Paradigmenwechsel nicht
zufriedenstellend erkldren. Dieser Ansatz erzeugt viel Unbehagen und schlechte
Laune. Die vorhandenen Theorien werden deshalb noch nicht verworfen; oft nennt
man das Phdanomen eine «Anomalie» oder ein «Paradoxon» und wartet ansonsten
erst mal ab, bis jemand mit einer guten Idee kommt. Das Thema — Dunkle Energie,
die ratselhafte Beschleunigung der Expansion des Universums, wird zum Beispiel
hdufig so behandelt. Ein mysterits klingender Name ist schon mal gefunden, aber
bisher fehlt das Genie, das die richtige Losung an die Tafel schreibt.

Die fiinfte Strategie ist besonders kostengiinstig, denn ihr zufolge ist das
beobachtete Phdnomen fiir den menschlichen Geist prinzipiell unergriindbar. Diese
Vorgehensweise ist bei den optimistischen Naturwissenschaftlern unbeliebt, bei
Philosophen dagegen findet man sie hdufiger, zum Beispiel bei Themen wie
— Qualia oder — Wissen.

Viele Unwissensfragen bleiben lange in einem dieser Stadien stecken. Fiir diese
Haltbarkeit von Problemen gibt es ganz unterschiedliche Griinde, soziologische,
okonomische, und hin und wieder ist es wohl einfach nur Zufall. Manche Themen



sind untererforscht, weil sie als albern gelten, wobei sich der Grad der Albernheit im
Laufe der Zeit dndern kann. 2005 erschien das Buch «Freakonomics», das unter
anderem von den wirtschaftlichen Feinheiten des Drogenhandels, der legalen
Abtreibung und der Wahl von Kindernamen handelte. Seit es iiber vier Millionen
Kaufer fand, gilt im Bereich der Wirtschaftswissenschaften praktisch keine Frage
mehr als erforschungsunwiirdig. Auch die ansonsten vernachldssigte
Sexualforschung hat wenigstens in einigen Teilbereichen durch die Erfindung von
Viagra Auftrieb erfahren. Ein Forschungsgebiet, in dem sich Milliarden durch
Patente verdienen lassen, bleibt nicht lange albern. Und die Gliicksforschung, die in
ihren Anfangszeiten als frivoler Forscherspall galt, hat sich so weit durchgesetzt,
dass mittlerweile mehrere Lander an der Einfiihrung eines «Bruttonationalgliicks»
arbeiten. Noch lachen wir iiber James Wards vor kurzem erstmalig ausgerichtete
Konferenz «Boring 2010», aber wer weil}, welche Summen in fiinfzig Jahren fiir
Langeweileforschung ausgeschrieben werden.

Was ist neu am «Neuen Lexikon des Unwissens»?

Dieses Buch ist der Nachfolgeband zum «Lexikon des Unwissens», das im Jahr 2007
erschien. «Das Unwissen, mit dem wir uns hier beschaftigen», schrieben wir damals
im Vorwort, «muss drei Kriterien erfiillen: Es darf keine vorherrschende, von grofSen
Teilen der Fachwelt akzeptierte Losung des Problems geben, die nur noch in
Detailfragen Nacharbeit erfordert. Das Problem muss aber zumindest so griindlich
bearbeitet sein, dass es entlang seiner Rander klar beschreibbar ist. Und es sollte
sich um ein grundsatzlich 16sbares Problem handeln. Viele offene Fragen aus der
Geschichte etwa werden wir — wenn nicht doch noch jemand eine Zeitmaschine
erfindet — nicht mehr beantworten kénnen.»

Das letzte Kriterium, die grundséatzliche Losbarkeit, haben wir fiir dieses Buch
schweren Herzens aufgegeben. Es gibt zwar auch dieses Mal jede Menge Kapitel, an
die man eines Tages ein sauberes Hakchen wird machen kénnen, dazu gehoéren
vermutlich — Aulerirdisches Leben, — Megacryometeore, — Tiefseelaute und der
— Zitteraal. Aber es ware ein Fehler, sich auf solche Themen zu beschranken. Zum
einen, weil viele andere interessante Probleme so unscharf umrissen sind, dass man
iber ihre Losbarkeit diskutieren kann. Konzepte wie — Wissenschaft und — Krieg
zum Beispiel wiirde man gern verstehen, aber sie sind derart glitschig, dass sie
einem immer wieder aus der Hand rutschen, wie ein Stiick Seife in der Badewanne.
Zum anderen ldsst sich dariiber streiten, ob und auf welche Art wir iiberhaupt jemals
irgendetwas iiber Megacryometeore, Tiefseelaute, Zitteraale und alles andere
herausfinden kénnen. Ob diese Frage, die im Kapitel — Wissen diskutiert wird,
grundsdtzlich beantwortet werden kann, ist, man ahnt es, ebenso umstritten.

Abgesehen von dem neuen Sortiment an Themen wird man in diesem Buch mehr
tiber Formen und Entstehung von Unwissen erfahren. Wer das «Lexikon des
Unwissens» bereits besitzt, bekommt also nicht einfach nur 30 weitere Kapitel



derselben Bauart, sondern quasi ein Unwissenslexikon fiir Fortgeschrittene. Wer es
nicht besitzt und sich bei der Lektiire des vorliegenden Buchs nach eindeutig zu
klarenden Fragen, nach TausendfiiSlerinvasionen, schnurrenden Katzen und sich
einemsenden Igeln sehnt, dem sei der Vorgdangerband empfohlen.

Die Suche nach Unwissen

Wahrscheinlich wird es kein drittes «Lexikon des jetzt noch grofSeren Unwissens»
geben. Das bedeutet, dass die iiber 200 offenen Fragen, die es auch diesmal wieder
nicht ins Buch geschafft haben, endgiiltig in unseren Archiven digitalen Staub
ansetzen werden. Selbst aus der Liste der Themen, {iber die wir unbedingt schreiben
wollten, sind einige auf der Strecke geblieben: Altern, Vogelflug, Altruismus und
Pubertét («blol§ nicht noch mehr Themen mit Evolution!»), Bewusstsein (zu viel
Arbeit) und die Frage, warum Menschen ihre Babys bevorzugt auf der linken Seite
halten (kein Platz mehr im Buch).

Wer sich nach diesem Band immer noch fiir neues Unwissen interessiert, der wird
selbstandig weitersuchen miissen. Eine gute Quelle sind die Schlagzeilen der
Wissenschaftsseiten in Zeitungen und Magazinen, und zwar paradoxerweise meist
genau die, die verkiinden, ein Problem sei endlich gel6st. Wissenschaft ist ein
langwieriger Prozess. Es kommt selten vor, dass mit einer einzigen Studie ein hartes
Problem abschliellend und zur allgemeinen Zufriedenheit geldst wird. Stattdessen
handeln die meisten Artikel mit solchen Uberschriften von einer neuen méglichen
Erklarung fiir ein rdtselhaftes Phanomen. Man wird dann nachsehen miissen, was
andere Leute zu dieser Erkldrung sagen und ob es alternative Erkldrungen gibt, die
vielleicht genauso plausibel sind.

Ein anderer Startpunkt ist die englischsprachige Wikipedia, die fiir viele
Fachbereiche lange Listen von ungelosten Problemen bereithdlt, zum Beispiel fiir
die Physik, Mathematik, Neurowissenschaft und Biologie. Aber Vorsicht, manche
offenen Fragen halten sich lange im 6ffentlichen Bewusstsein, obwohl sie in
Fachkreisen ldangst als gelost gelten. In der Wikipedialiste der ungekléarten Probleme
in der Astronomie taucht zum Beispiel das «Hipparcos-Paradoxon» auf, bei dem es
darum geht, wie weit der Sternhaufen Plejaden entfernt ist. Das Problem gilt
mittlerweile als gelost, der Satellit «Hipparcos» hatte sich bei der fraglichen
Messung vertan. Die Lektion: Man darf Unwissen genauso wenig unkritisch
hinnehmen wie Wissen.

Und schlieflich ist kurz vor der Fertigstellung dieses Buches eine neue
Fachzeitschrift zum Thema entstanden, das «Journal of Unsolved Questions»
(jung.info). Das von Doktoranden der Graduiertenschule «Materials Science» an der
Johannes-Gutenberg-Universitdt Mainz gegriindete Wissenschaftsmagazin
«verdffentlicht Forschungsprojekte, deren Aufbau nicht aufgegangen ist, deren
Daten keine oder keine eindeutigen Schliisse zulassen oder auch unvollendete
Untersuchungen, die mehr Fragen aufwerfen als beantworten». Ein paar Jahre dauert



es sicher noch bis zur Einrichtung von Unwissenslehrstiihlen, aber die Forschung
kommt voran.

Recherche und Fehlerkorrektur

Wenn jemand vor zwanzig Jahren auf die Idee gekommen wire, dieses Buch zu
schreiben, dann hétte ihn die Recherche grob geschitzt hundertmal so viel Miihe
gekostet wie uns. Zundchst hétte der hypothetische Autor viel Zeit in Bibliotheken
verbringen miissen. Ohne Internet ware es viel Arbeit gewesen, die fiir das jeweilige
Thema relevanten Biicher und Ubersichtsartikel zu finden. Mit groRer
Wahrscheinlichkeit hétte nicht jede Bibliothek alle relevanten Texte vorritig gehabt;
als Néachstes hitte man also die Fernleihe bemiihen miissen. Dann warten, bis die
gewiinschten Texte per Post eintreffen, und dann zuriick in die Bibliothek.
Realistisch gesehen hitte man sich bei jedem Thema auf zwei, drei Publikationen
beschrankt und sich Sorgen gemacht, ob nicht zuféllig in, sagen wir, Australien
gerade die entscheidende Veroffentlichung zum Thema erschienen ist, die den
gesamten Text iiber den Haufen wirft. Die Recherche wére also nicht nur miihselig
gewesen, sondern mit hoher Wahrscheinlichkeit auch liickenhaft.

Natiirlich kénnten auch wir wichtige Publikationen {ibersehen haben, und
natiirlich machen auch wir uns Sorgen tiber Australien. Aber verglichen mit dem
hypothetischen Autor in internetlosen Zeiten ist es jetzt deutlich einfacher, sich
einen einigermafBen ausgewogenen Uberblick zu einem Thema zu verschaffen. Es ist
schwer verstdandlich, warum das Internet, wenn es um die Recherche zu Sachthemen
geht, immer noch als unzuverldssig gilt, vor allem im Vergleich zu gedrucktem
Papier. In Wahrheit ist das Internet fiir Sachbuchautoren erfunden worden. Das hat
zwei Griinde: Zunéchst gibt es machtige Suchmaschinen, die deutlich mehr kénnen
als die Zettelkataloge der Bibliotheken. Dazu gehort unter anderem Google mit dem
fiir unsere Zwecke hilfreichen Suchwerkzeug «Google Scholar» fiir
wissenschaftliche Literatur. AuSerdem gibt es in diversen Fachbereichen
Spezialsuchmaschinen, fiir die Astronomie zum Beispiel das «Astrophysics Data
System», das vom Center for Astrophysics an der Universitdt Harvard betrieben
wird. Solche Systeme kennen alle Publikationen in wissenschaftlichen
Fachzeitschriften und erlauben unter anderem eine Volltextsuche nach bestimmten
Begriffen.

Wenn man dank dieser Suchmaschinen ungefdhr weill, was man braucht, macht
sich der zweite Vorteil des Internets bemerkbar: Ein GrolSteil der wissenschaftlichen
Literatur, zumindest aus den letzten Jahrzehnten, liegt ebenfalls im Netz. Vieles
davon ist frei zugdnglich, zum Beispiel auf dem Archivserver arxiv.org, oder wurde
von den Autoren selbst ins Internet gestellt. Der Rest ist zwar leider nicht kostenlos,
aber immerhin schnell zu bekommen.

Und noch ein Vorteil: Wenn man nicht mehr weiterweil3, dauert es oft nur wenige
Stunden oder Tage, bis der Experte, den man per E-Mail befragt hat, weiterhilft.



Weil es heute so viel einfacher ist, ein «Lexikon des Unwissens» zu schreiben,
hoffen wir, dass es dadurch auch besser ist als seine hypothetischen
Vorgangerversionen. Einen Wettbewerb gegen nicht existierende Biicher zu
gewinnen — wie schwer kann das schon sein.

Recherchetechniken sind aber nur dann von Nutzen, wenn man sie auch einsetzt.
Was wir im Vorwort zum «Lexikon des Unwissens» vermuteten, hat sich
bewahrheitet: Das Buch enthielt mindestens 21 Fehler, die wir unter
lexikondesunwissens.de zusammen mit ihren Entdeckern aufgelistet haben. Mit
Hilfe dieser Sammlung kénnen wir empirische Ursachenforschung betreiben. Die
Fehler beruhen namlich allesamt auf unserem Versdaumnis, iiberhaupt irgendwo
nachzuschlagen. Man hitte sie durch Google ebenso gut vermeiden kénnen wie
durch ein Papierlexikon — wenn man denn hineingesehen hatte. Wahrscheinlich ist
die Wahl der falschen Recherchetechnik ein zwolftrangiges Problem gemessen an
der Uberzeugung, man wisse schon Bescheid und brauche nirgends nachzuschlagen.
Mit einer Einschrankung: Das gilt nur fiir konkrete Faktenfehler. Vielleicht ist das
Buch voller schiefer Einordnungen und falsch verstandener Konzepte, iiber die uns
niemand informiert hat, weil das mehr Arbeit verursachen wiirde als ein einfacher
Schreibfehlerhinweis. Vielleicht seufzen die paar Fachleute, denen solche Fehler
auffallen, nur still und resigniert und schreiben keine Mails an die Autoren.

Garantiert enthalt auch dieses Buch brandneue Qualitédtsfehler. Die
— Erdbebenvorhersage weil}, dass es in einem bestimmten Gebiet zu Erdstélien
kommen wird, sie kann nur nicht genau sagen, wann. Ahnlich verhilt es sich mit den
Fehlern in diesem Buch: Wir wissen, dass sie da sind, wir wissen nur noch nicht, wo.
Wenn Sie einen davon entdecken, sehen Sie bitte unter lexikondesunwissens.de
nach, ob der Fehler dort bereits aufgelistet ist. Wenn nicht, konnten Sie uns unter
korrektur@lexikondesunwissens.de darauf aufmerksam machen. Wir werden uns
zwar nicht freuen und Sie unter uns womoglich als Erbsenzdhler und Oberstudienrat
bezeichnen, aber insgeheim wissen wir, dass Sie recht haben. Wir werden uns einen
halben Tag lang schamen und vielleicht in Zukunft griindlicher nachdenken, bevor
wir Behauptungen in die Welt setzen. Falls Sie beklagen, dass Ihre Lieblingstheorie
zu einem unserer Themen fehlt, konnen wir allerdings keine Reue versprechen. In
fast allen Kapiteln fehlen wesentliche Theorien, teils aus Platzgriinden, teils, weil sie
uns nicht besonders interessant schienen oder einfach zu kompliziert waren.

Ein Wort der Warnung

Dieses Buch appelliert an Ihre niederen Triebe als Wissenschaftskonsument.
Unerklarliche oder wenigstens unerklarte Fakten sind aufregender als geklarte.
Kontroversen sorgen fiir die besseren Geschichten, und Halbwissen auf einem
entlegenen Gebiet gibt als Gesprachsthema mehr her als solide Kenntnisse iiber ein
vor hundert Jahren geklartes Problem. Die eigentlichen Geschéfte der Wissenschaft
finden aber nicht in den Schlagzeilen statt. Sobald sich ein Sachverhalt zu solidem



Wissen verdichtet, ldsst das journalistische Interesse nach. Was auf den
Wissensseiten der Zeitungen, in Wissenschaftsblogs und in diesem Buch steht,
zeichnet sich, gerade weil es neu und umstritten ist, durch seine diirftige Faktenlage
aus und wird sich mit ziemlich hoher Wahrscheinlichkeit schon bald als falsch
erweisen.

Falls Sie also nach der Halfte des Buchs das Gefiihl haben, Ihr Blick fiir das
Unwissen zwischen den Zeilen wissenschaftlicher Nachrichten sei jetzt hinreichend
geschérft, dann legen Sie es bitte zur Seite und schlagen stattdessen, sagen wir, ein
Mathematikbuch fiir die siebte Klasse oder den Wikipediaeintrag iiber Granit auf.
Was darin steht, wird Thnen — wie jedem normalen Erwachsenen — ebenso neu sein
wie Nachrichten von der vordersten Front des wissenschaftlichen Fortschritts. Aber
es ist mit relativ hoher Wahrscheinlichkeit (siehe — Wissen) auch noch richtig.



[zur Inhaltsiibersicht

Aulerirdisches Leben

Wenn die Beschaffenheit eines Himmelskdrpers der Bevélkerung natiirliche Hindernisse entgegen setzet: so
wird er unbewohnt seyn, obgleich es an und vor sich schéner wire, dali er Einwohner hditte.
Immanuel Kant, «Allgemeine Naturgeschichte und Theorie des Himmels», 1755

Wenn auf der Erde irgendwas Seltsames auftaucht, dauert es geschitzte drei
Minuten, bis jemand auf die Idee kommt, dass Aullerirdische im Spiel sind.
Aulerirdische haben Stonehenge gebaut, sie erzeugen kuriose Leuchterscheinungen
am Himmel, sie werfen mit komischen Dingen auf die Erde, haben Hitler und Elvis
verschleppt und werden sich zudem fiir den Untergang der Menschheit zu
verantworten haben (hinterher).

Warum wir Aullerirdische immer wieder so hart rannehmen, ist klar: Sie bieten
deshalb eine so gute Erkldrung fiir alles, was man nicht erkldren kann, weil wir
nichts iiber sie wissen. Wir verwenden sie als Unwissensstrohmann und setzen sie
iberall dort ein, wo es nicht weitergeht — die grol3e vereinheitlichende Erkldrung fiir
diese ganzen kleinen dreckigen Details, an denen in Wissenschaftlerhirnen zurzeit
gearbeitet wird. Dabei verliert man manchmal aus den Augen, dass eine nicht
unbetrdchtliche Anzahl von Wissenschaftlerhirnen sich unmittelbar mit der Suche
nach aullerirdischem Leben befasst. Mit bemerkenswerten Fortschritten — ein
Lexikoneintrag iiber extraterrestrisches Leben sollte eigentlich nur als
Loseblattsammlung (oder im Internet) veroffentlicht werden, damit man
wochentlich Updates vornehmen kann.

Leider ist es hier nicht mit einer einzigen schlauen Idee getan. Am einfachsten
wadre es vermutlich, wenn morgen ein paar Aliens bei uns landen wiirden. Vorteilhaft
natiirlich, wenn sie ein wenig so sind wie wir, damit wir sie erkennen kénnen, aber
nicht exakt so wie wir, damit wir sie von uns unterscheiden konnen. So eine Invasion
aus dem All passiert zwar in schoner RegelméaRigkeit, aber nur in Kontexten, die im
wissenschaftlichen Diskurs eher wenig geschitzt werden, zum Beispiel in
Kinofilmen oder Verschwoérungstheorien.

Notgedrungen machen wir uns selbst auf die Suche nach Spuren von Leben im
All, das nicht auf der Erde entstanden ist. Weil alles im Weltall weit weg ist und
alles weit Entfernte kriminell klein erscheint, suchen wir die meiste Zeit nicht nach
konkreten Lebewesen, denn die sind fiir uns unsichtbar. Es sei denn, die Lebewesen
sind so grolS wie Galaxien (oder sie sind Galaxien). Stattdessen suchen wir nach den



Rahmenbedingungen fiir die Entstehung von Leben, nach Orten, die die richtige
Temperatur oder die richtigen chemischen Elemente haben. Wer bei dem Wort
«richtig» im letzten Satz schlucken musste, hat vollkommen recht.

Es ist namlich so: Wir miissen uns erst einmal darauf einigen, wonach wir
eigentlich Ausschau halten. Man kann keine Pilze suchen, ohne eine Idee davon zu
haben, was Pilze sind und was sie vom Rest das Waldes unterscheidet. Genauso
wenig kann man Leben suchen, ohne eine Vorstellung davon zu haben, was belebte
Materie von unbelebter unterscheidet. Wiirden wir ein Megalebewesen von der
Grolle einer Galaxie noch als solches erkennen? Was ist mit Leben, das aus
unerfindlichen Griinden im Innern von Sternen stattfindet, wo die Temperatur
mehrere Millionen Grad Celsius betrdgt? Oder im Innern eines Pulsars (einer schnell
rotierenden Sternenleiche), wo der Druck so grol§ ist, dass Atome zerquetscht
werden?

Fragen, auf die wir keine endgiiltigen Antworten wissen. Zum Gliick ist die
Wissenschaft nicht dazu da, endgiiltige Antworten zu geben. Fiirs Erste reicht es aus,
sich plausible Argumente auszudenken, warum Leben so und so sein muss und eben
nicht ganz anders. Diese Argumente sind unter Astrobiologen — Wissenschaftler, die
sich mit Leben im Universum befassen — hart umkdmpft. Definieren klingt einfach,
man beschlieSt etwas, und so ist es dann eben, aber damit eine Definition brauchbar
ist, muss sie die Phdnomene, die sie zu definieren versucht, einigermalen treffend
beschreiben. Mit anderen Worten: Es geht nicht darum, diktatorisch festzulegen, was
Leben ist, sondern es zu verstehen.

Eine beliebte Art, Leben zu definieren, ist folgende: Man sieht sich an, welche
gemeinsamen Eigenschaften alle Lebewesen auf der Erde aufweisen, und baut daraus
eine Checkliste zusammen. Wenn man dann irgendwas Lebensdhnliches im
Universum findet, muss man einfach nur diese Liste abarbeiten: Fortpflanzung
(check), Stoffwechsel (check), Anpassung (check), Organisation (check) usw. Es ist
ziemlich klar, dass so eine Kriterienliste, wenn sie nur lang genug ist, ganz gut
funktioniert, um ein Ding als Lebewesen zu identifizieren. Man muss sich allerdings
fragen, ob wirklich alle diese Kriterien notwendig sind. Man kann sich leicht Wesen
ausdenken, die eindeutig leben, aber zumindest eines der Kriterien nicht erfiillen,
zum Beispiel wenn man fiirs Fernsehen arbeitet. Das Rauchmonster aus der
amerikanischen Fernsehserie «Lost» manifestiert sich als schwarzer, dichter Nebel,
der unter anderem die Fahigkeit hat, die Gestalt von verstorbenen Menschen
anzunehmen. Aber fortzupflanzen scheint es sich nicht, und von Stoffwechsel ist
auch nichts bekannt.

Ein Komitee der amerikanischen Raumfahrtbehérde NASA hat sich in den
1990ern probeweise auf eine Definition anderer Art festgelegt: Leben ist ein
«selbsterhaltendes chemisches System, das zu Darwin’scher Evolution fdhig ist».
Das ist viel kiirzer und klingt auch besser. Wer méchte nicht gern ein
selbsterhaltendes chemisches System sein? Aber auch hier wieder dasselbe Problem:



Irgendein Rauchmonster, das eventuell weder chemisch ist, noch Interesse an
Evolution hat, konnte schon morgen erscheinen, und wir miissten die Definition
wegwerfen.

Die Definition der NASA illustriert, dass Definieren immer auch Erklaren heif3t.
Sie postuliert, dass Leben immer an Chemie gebunden ist und sich
notwendigerweise durch Evolution entwickelt, nicht nur auf der Erde, sondern
iberall im Weltall. Die Astrobiologie nimmt wenig Riicksicht auf die Phantasien
von Science-Fiction-Produkten, weil sie insgeheim nicht an die Existenz von Dingen
wie dem Rauchmonster glaubt — eine Eigenschaft, die wir an Wissenschaftlern
normalerweise schdtzen: Wenn man an etwas nicht glaubt, dann gibt man auch keine
Steuergelder aus, um danach zu suchen.

Besonders praktisch ist die Definition allerdings nicht, jedenfalls nicht fiir die
ersten Schritte auf der Suche nach Leben. Die meisten ernsthaften Unternehmungen,
die in irgendeiner Weise nach Leben im All suchen, beruhen implizit auf noch viel
starkeren Annahmen. Grolle Anstrengungen werden unternommen, um Planeten zu
finden, die so dhnlich sind wie die Erde. Insbesondere sucht man nach Planeten in
der sogenannten «habitablen Zone» — jene Bereiche im Planetensystem, in denen
Wasser fliissig ist und nicht gefroren oder gasférmig. Das Vorhandensein von
fliissigem Wasser wird als eine wesentliche Voraussetzung von Leben angesehen.
Ob das wirklich so ist, wissen wir nicht hundertprozentig, aber es ist eine
verniinftige Annahme. Zum einen steht zweifelsfrei fest, dass es auf Planeten mit
fliissigem Wasser Leben geben kann, zum anderen verfiigt Wasser iiber einzigartige
chemische Eigenschaften, die die Entwicklung von Leben unterstiitzen. Ein wenig
mehr dazu steht im «Lexikon des Unwissens» im Kapitel «Wasser».

In den letzten Jahren horte man einige Male, jetzt sei endlich ein «Zwilling» der
Erde gefunden, und erst im Kleingedruckten las man dann, dass es sich doch eher um
eine Stiefschwester handelte — entweder befindet sich die versprochene zweite Erde
nicht in der habitablen Zone, oder sie ist in Wahrheit zehnmal gré8er oder tiberhaupt
ein Messfehler. Was diese zwiespdltigen Nachrichten in Wahrheit sagen wollen: Es
geht voran. Wir mogen noch nicht ganz da sein, aber wir kommen der zweiten Erde
naher.

Der ndchste grofSe Durchbruch beim Jagen nach Exoplaneten, wie man die
Planeten nennt, die einen anderen Stern als unsere Sonne umkreisen, steht
unmittelbar bevor. Im Marz 2009 schoss die NASA einen nach Johannes Kepler
benannten Satelliten ins All, an Bord ein Teleskop, das drei Jahre lang mehr als 100
000 Sterne anstarren soll. «Kepler» sucht nach sogenannten Transits: Der Planet
bedeckt einmal pro Umlauf einen kleinen Teil der Oberfldache des Sterns, um den er
kreist — er bewegt sich aus unserer Sicht vor seinem Stern entlang. Diese
«Verfinsterung» des Sterns, Transit genannt, ldsst sich beobachten — der Stern
leuchtet fiir ein paar Stunden ein klein wenig schwacher. Wenn man den Transit



mehrfach in regelmédligen Abstdnden sieht, hat man eventuell einen neuen Planeten
entdeckt.

Mit der Transit-Methode wurden mittlerweile mehr als 100 Exoplaneten
gefunden, von der Erdoberfldche aus. «Kepler» ist gerade dabei, diese Zahl drastisch
nach oben zu treiben. Im Unterschied zu den bodenstationierten Transitteleskopen
kann «Kepler» nicht nur sogenannte «Hot Jupiters» finden — Riesenplaneten, die sehr
dicht an ihrem Mutterstern stehen —, sondern auch Planeten, deren GrofSe und Bahn
der Erde dhnelt. Wenn «Kepler» im Jahr 2012 fertig ist mit seiner Arbeit und wenn
alle seine Daten ausgewertet sind, werden wir wissen, wie oft es Planeten wie
unseren in der Milchstral3e gibt.

Aber schon jetzt ist klar, dass ein groBer Anteil, eventuell mehr als die Halfte der
sonnendhnlichen Sterne, von Planeten umkreist werden, von denen wiederum ein
betrdchtlicher Anteil erddhnlich ist — vielleicht ein paar Prozent. Mit diesen
Erkenntnissen bewaffnet, konnen wir versuchen, die Anzahl der Zivilisationen in der
Milchstrafe abzuschitzen. Ein Hilfsmittel fiir diese Ubung ist die «Drake-Formel»,
benannt nach dem US-amerikanischen Astronomen Frank Drake, der die erfreulich
einfache Gleichung im Jahr 1961 vorstellte. Drake zufolge berechnet sich die Anzahl
der Zivilisationen in unserer Galaxie, mit denen Kommunikation méglich ist, als
Produkt von sieben Faktoren: die Anzahl der Sterne, die pro Jahr entsteht; der Anteil
der Sterne, die Planetensysteme haben; die Zahl der Planeten, die sich fiir die
Entwicklung von Leben eignen (pro Stern mit Planetensystem); der Anteil dieser
Planeten, der tatsachlich Leben entwickelt; der Anteil davon, der intelligentes Leben
entwickelt; der Anteil, der Lebensformen hervorbringt, die mit uns kommunizieren
konnen; und die durchschnittliche Lebensdauer dieser kommunikationsbereiten
Zivilisationen.

Der erste Faktor verursacht am wenigsten Probleme. Aktuellen Schdtzungen
zufolge entstehen jedes Jahr in der Milchstralle etwa sieben neue Sterne. Je mehr
Sterne entstehen, desto mehr Chancen auf gesprachsbereite Wesen im All. Die
beiden ndchsten Faktoren haben mit der Haufigkeit von Exoplaneten zu tun, die wir
jetzt immerhin einigermalien abschdtzen konnen. Ab da wird die Drake-Formel zum
Problem. Der Anteil der bewohnbaren Planeten, die tatsdchlich auch Leben
entwickeln, wurde von Drake in den 1960ern optimistisch mit 100 Prozent angesetzt.
Schon in unserem eigenen Sonnensystem ist die Sache nicht ganz klar: Zwar gibt es
auf dem Mars zurzeit kein fliissiges Wasser, aber in der Vergangenheit war das
offenbar anders. Demnach liegt der Anteil der «habitablen» Planeten, die Leben
entwickeln, nur bei 50 Prozent — jedenfalls solange wir keine Spuren von Leben auf
dem Mars entdecken.

Man miisste wissen, ob Leben wie ein Kuchen funktioniert: Wenn man alle
Zutaten korrekt zusammenriihrt und die richtige Temperatur am Ofen einstellt,
kommt dann immer das Gleiche heraus? Beim Kuchenbacken ist das aus zwei
Griinden leichter vorherzusagen: Zum einen haben es schon mehrere Leute



ausprobiert. Leben kennen wir jedoch nur einmal. Zum anderen verstehen wir die
Prozesse, die aus Zutaten einen Kuchen machen, ganz gut. Beim Leben gibt es an der
Stelle, wo die ersten Organismen aus der Ursuppe steigen, noch viele offene Fragen,
die zum Teil im «Lexikon des Unwissens» besprochen werden.

Es wird nicht einfach sein, direkte Hinweise auf die Existenz von Leben auf
Exoplaneten zu finden. Man kénnte nachsehen, ob diese Planeten Atmosphéren
haben und ob diese Atmosphdren iiber eine chemische Zusammensetzung verfiigen,
die man als Spuren von Leben interpretieren kénnte, etwa einen hohen
Sauerstoffanteil. Wiederum ist nicht klar, ob man mit so einer begrenzenden
Annahme wirklich jedes Rauchmonster im Universum findet, aber es ist zumindest
ein Ansatz. Atmosphdrische Gase verschlucken Licht bei bestimmten Wellenldngen
und hinterlassen daher einen spezifischen «Fullabdruck» im Licht des Planeten. Man
muss also irgendwie Licht von den Planeten einfangen, was kompliziert ist, weil sie
erstens sehr schwach leuchten und zweitens direkt neben einem sehr hellen Ding
stehen, ndmlich dem Stern. Es geht zum Beispiel so: Man misst das Licht des Sterns,
wenn der Planet sich gerade aus unserer Sicht hinter dem Stern befindet. Dann misst
man das Licht von Stern und Planet, wenn beide sichtbar sind. Jetzt subtrahiert man
beide Messungen, und was iibrig bleibt, ist das Licht vom Planeten, das man genauer
untersuchen kann.

Zuriick zu Drakes Formel. Die Faktoren 5 und 6 sind harte Brocken. Wie
wahrscheinlich ist es, dass am Ende der langen und miihseligen Evolution ein
intelligentes Lebewesen steht, das mit uns reden oder sonst wie kommunizieren
kann? Drake schétzte im Jahr 1961, dass 1 Prozent aller Planeten mit Leben auch
intelligente Lebensformen hervorbringen, von denen wiederum 1 Prozent in der
Lage wdren, mit uns zu kommunizieren, also weit genug entwickelt sind, um zum
Beispiel Radiowellen ins All zu senden. Das heif3t, von 10 000 Planeten, die sich fiir
Leben eignen, entwickelt einer die Art Lebensform, mit der wir in Kontakt treten
konnten. Andere Experten sehen die Erfolgsquote mehrere Zehnerpotenzen dariiber
oder darunter.

Der letzte Faktor in der Drake-Formel schliefSlich eignet sich weniger fiir exakte
Wissenschaft, dafiir umso besser fiir haltlose Behauptungen in Kneipenrunden: Wie
lange iberleben intelligente Zivilisationen? Wie lange wird es die Menschheit noch
geben? Der Kosmologe Richard J. Gott berechnete im Jahr 1993, dass die
Menschheit mit 95-prozentiger Wahrscheinlichkeit noch mindestens 5000, aber
hochstens knapp 8 Millionen Jahre existieren wird. Sir Martin Rees, Hofastronom
des englischen Kénigshauses, behauptet, dass die Menschheit nur mit einer
Wahrscheinlichkeit von 50 Prozent das 21. Jahrhundert iiberleben wird. Allen diesen
Vorhersagen ist gemein, dass sie sich nicht ordentlich iiberpriifen lassen, solange wir
es nur mit einer einzigen Zivilisation zu tun haben.

Baut man alle Faktoren der Drake-Gleichung zusammen, konnte das Endergebnis



— die Anzahl der kommunikationsbereiten Zivilisationen in der MilchstralSe —
irgendwo zwischen null und einer sehr grofSen Zahl liegen. Null ist schon mal falsch,
so viel glauben Wissenschaftler nach eingehender Betrachtung des Lebens auf der
Erde herausgefunden zu haben.

Vielleicht versucht man doch besser, gleich Kontakt aufzunehmen, ohne vorher
herauszufinden, ob es iiberhaupt etwas zu kontaktieren gibt. Das ist die Grundidee
des Unternehmens SETI — «Search for Extraterrestrial Intelligence». Das Prinzip ist
einfach: Man belauscht das Weltall mit Hilfe von Radioteleskopen. Typischerweise
stellt man die Teleskope auf Wellenldangen von 18 bis 21 Zentimetern ein, weil in
diesem Bereich die Kontaminierung durch andere Strahlungsquellen gering ist. Zum
Vergleich: Mikrowellendfen emittieren bei etwa 12 Zentimetern und sehen auch
ganz anders aus, als man sich AuRerirdische vorstellt. Die Radioteleskope selbst
sehen aus wie grofSe Satellitenschiisseln; das grofSte der Welt steht im Dschungel in
Puerto Rico, hat einen Durchmesser von 300 Metern und ist abgesehen von seinen
SETI-Einsdtzen bekannt geworden durch eine Szene im James-Bond-Film «Golden
Eye», die mit der Zerstérung der Antenne endet.

Bisher blieben die Bemiihungen erfolglos. Das vielleicht vielversprechendste
Ergebnis ist das sogenannte « Wow-Signal», das der amerikanische SETI-Forscher
Jerry R. Ehman im August 1977 fand. Irgendwo aus dem Sternbild Schiitze erreichte
ihn ein Signal, das im ersten Moment so aussah, als kénnte es von aullerirdischen
intelligenten Wesen stammen. Aufgeregt schrieb Ehman mit rotem Stift «Wow!» an
den Rand des Computerausdrucks vom Radioteleskop. Allerdings umsonst, weil alle
weiteren Versuche, in dieser Himmelsgegend das Signal wiederzufinden, vergeblich
blieben. Ehman selbst spekulierte spéter, es habe sich vermutlich um Strahlung von
der Erde gehandelt, die von Weltraumschrott zuriick zur Erde reflektiert wurde.
Wieder nichts.

Wihrend SETI-Aktivitdten in ihrem Charakter passiv sind und nur aus Lauschen
bestehen, sind andere Bestrebungen darauf ausgerichtet, aktiv mit Aliens in Kontakt
zu treten, indem wir selbst Botschaften ins All senden. So wurden den Raumsonden
Pioneer 10, Pioneer 11 sowie Voyager 1 und 2 Botschaften mitgegeben — eine Art
Flaschenpost fiirs Weltall. Nach ihrer eigentlichen Mission, der Erkundung der
dulleren Planeten, werden die Sonden das Sonnensystem verlassen. Schon nach circa
40 000 Jahren fliegen die Voyager-Sonden dann in der Ndhe von fremden Sternen
vorbei und werfen dort ihre Nachricht in den Briefkasten.

Schneller konnten Radiobotschaften zum Erfolg fiihren. Neben den ganzen Radio-
und Fernsehprogrammen, die wir sowieso ganz ohne wissenschaftliche Absicht
standig ins All senden, wurden seit 1974 sieben Botschaften fiir Aliens abgeschickt.
Der Inhalt der Nachrichten reicht von einfachem «Hallo» bis hin zu eher
sonderbaren Begriilungen. Unter anderem sendete eine russische Gruppe unter der
Fiihrung des Astronomen Aleksandr Leonidovich Zaitsev eine Sammlung von
Musikstiicken ins All, gespielt auf dem Theremin, auch Atherwellengeige genannt,



einem elektronischen Instrument, dessen Klang sich besonders gut zur Ubertragung
iber grofle Entfernungen eignen soll.

Der Sinn und Zweck solcher Nachrichten ist umstritten. Kritiker wie der Science-
Fiction-Autor David Brin wiinschen sich eine Diskussion iiber die Vorgehensweise
und die Inhalte der Botschaften, bevor irgendetwas ins All gesendet wird. Brins
Hauptargument ist wiederum, dass wir so wenig {iber potenzielle Auerirdische
wissen. Es konnte genauso gut sein, dass die anderen da draulSen wenig friedfertig
sind und wir sie mit unseren Nachrichten unnétig friih auf uns aufmerksam machen.
Zaitsev nennt diese Vorwiirfe ein «Darth-Vader-Szenario» und fiihrt ins Feld, dass
ein aggressiver, kriegsbereiter Darth Vader uns ohnehin von alleine finden wiirde.
Die Entdeckung von Neuem sei immer mit Risiken verbunden, meint Zaitsev und
vergleicht seine Unternehmungen mit denen von Kolumbus, der sich ins Ungewisse
begab und dann seinerseits auf «Aliens» traf — die amerikanischen Indianer. Wobei
Kolumbus sich im Nachhinein als eine Art Darth Vader herausstellte, der die
Ausrottung der Aliens in Gang brachte, also vielleicht kein so gelungener Vergleich.

Am Ende bleibt nach all den Jahren nur ein einziges Resultat iibrig: Bisher haben
wir sie nicht gefunden. Wenn das Weltall voll ist mit Intelligenz, wovon die
Optimisten unter den SETI-Forschern ausgehen, warum haben wir dann keinerlei
Hinweise auf ihre Existenz? Fiir dieses Problem, das unter dem Namen Fermi-
Paradoxon bekannt geworden ist, gibt es eine einfache Lésung: Die Optimisten
haben unrecht. Es gibt gar keine Aulerirdischen oder zumindest nur sehr wenige.
Abgesehen davon kann man ihr Ausbleiben aber auch anders erklédren. Einige der
vorgeschlagenen Losungen des Fermi-Paradoxons: 1. Wir haben einfach noch nicht
lange genug gesucht. 2. Wir suchen mit der falschen Methode. 3. Die GroRe des
Weltalls verhindert eine erfolgreiche Kontaktaufnahme. 4. AuSerirdische Wesen
sind zu verschieden von uns, um mit uns zu kommunizieren. 5. Sie haben uns bereits
gefunden, lassen uns aber in Ruhe, um unsere Entwicklung nicht zu storen, in etwa
so, wie wir seltene Tierarten in Ruhe lassen sollten. 6. Sie sind in Wahrheit schon
auf der Erde, geben sich aber nicht zu erkennen. 7. Die AulSerirdischen sind
technisch weit fortgeschritten und haben das Universum so umgebaut, dass es uns
vorkommt, als seien wir allein. Zum Beispiel, indem sie unsere Gehirne geklaut
haben — dazu mehr an anderer Stelle ( - Wissen).



zur Inhaltsiibersicht

Benfords Gesetz

«Obvious» is the most dangerous word in mathematics.
Eric Temple Bell

Der Amerikaner Simon Newcomb (1835-1909) war hauptberuflich so etwas wie ein
«Ausrechner», also das, was man heute Computer nennt. Im Unterschied zum
Computer musste er sich selbst ausdenken, wie man am besten komplizierte
Rechnungen durchfiihrt. Ohne Computer ist natiirlich fast jede Rechnung
kompliziert. In diesen harten Zeiten waren ein wesentliches Hilfsmittel beim
Rechnen die Logarithmentafeln — Biicher, die nichts enthielten auller langen Listen
mit Logarithmen. Zur Erinnerung: Der Logarithmus einer Zahl X ist die Zahl, mit
der man eine festgelegte Basis potenzieren muss, um X zu erhalten. Zum Beispiel ist
3 der Logarithmus von 8 zur Basis 2 (oder log, 8 = 3), denn man muss 2 hoch 3

nehmen, um 8 zu erhalten.

Logarithmen haben praktische Eigenschaften, die den Umgang mit grollen Zahlen
erleichtern, speziell wenn man mit ihnen Sachen anstellen will, die schwieriger sind
als einfache Addition, etwa Multiplizieren, Dividieren, Potenzieren oder
Wurzelziehen. Ein Beispiel: Der Logarithmus eines Produkts zweier Zahlen ist
gleich der Summe der Logarithmen dieser Zahlen. Will man also zwei gro8e Zahlen
multiplizieren, so schldgt man ihre Logarithmen in einer Tabelle nach, addiert sie
und sucht dann in einer anderen Tabelle, welche Zahl diese Summe als Logarithmus
hat. Das Ergebnis ist das gesuchte Produkt.

Im Jahr 1881 fiel Newcomb an diesen Logarithmentafeln etwas Seltsames auf:
Die ersten Seiten waren deutlich abgegriffener als der Rest. Bei jedem anderen Buch
bedeutet das einfach, dass den Leuten das Buch nicht gefdllt und sie es nach ein paar
Seiten weglegen. Aber niemand «liest» Logarithmentabellen von vorne bis hinten,
man schldgt sie dort auf, wo man sie braucht. Logarithmentafeln enthalten auf den
ersten Seiten die Logarithmen fiir Zahlen mit 1 am Anfang und arbeiten sich dann zu
den groferen Anfangsziffern durch. Wenn die ersten Seiten abgenutzt sind, die
letzten aber nicht, dann schlagen die Benutzer der Tafeln Zahlen, die mit 1 anfangen,
viel hdufiger nach als solche, die mit 9 anfangen. Aus irgendeinem Grund fangen die
meisten Zahlen, die da draulfen frei rumlaufen, mit 1 an. Naiv wiirde man erwarten,
dass alle neun Ziffern gleich hdufig vorkommen, aber offenbar mag die Welt die 1
lieber als die 9. Was geht hier vor? Es handelt sich um eine dieser absurden



Erkenntnisse, die man zundchst auf einen dummen Zufall schiebt und dann vergisst.

Bis 57 Jahre nach Newcomb ein amerikanischer Physiker namens Frank Benford
dasselbe bemerkte, ebenfalls an Logarithmentafeln. Benford testete den
Zusammenhang ausgiebig an mehr als 20 000 Zahlen, die er aus diversen Quellen
zusammengesammelt hatte, unter anderem aus Baseball-Statistiken, mathematischen
Tabellen, Postadressen und Zeitungsartikeln. Eine Mammutarbeit, denn in Zeiten
ohne Internet war das Sammeln von Zahlen miihseliger als das Sammeln von Pilzen.
Egal, wo Benford seine Daten fand, die 1 war immer die haufigste Anfangsziffer.
Benford gab dem Problem seinen Namen, und jetzt wurden allmédhlich auch andere
stutzig. Gerade noch rechtzeitig, denn ein paar Jahrzehnte spéter wurden
elektronische Taschenrechner erfunden, und die Zeit der Logarithmentafeln ging
ihrem Ende entgegen.

Newcomb und Benford liefern fiir die Haufigkeit von Anfangsziffern gleich eine
mathematische Formel, die auch nicht ohne Logarithmus auskommt: P(d) = log(1 +
1/d). «P(d)» steht fiir «Probability(digit)», die Wahrscheinlichkeit, dass eine
bestimmte Ziffer «d» am Anfang einer Zahl auftaucht; «log» ist in diesem Fall der
Logarithmus zur Basis 10. Mit einem Taschenrechner kann man innerhalb weniger
Sekunden ausrechnen, dass P(1) = 0,301 (also 30,1 Prozent) ergibt. Etwa 30 Prozent
aller Zahlen fangen mit 1 an, etwa 18 Prozent mit 2 und nur knapp 5 Prozent mit 9.
Mit Logarithmentafeln hétte diese Rechnung sicherlich ein wenig langer gedauert.

Zwei Dinge sind bei Benfords Gesetz erklarungsbediirftig: Warum folgen
tiberhaupt viele Zahlengruppen dem Gesetz? Und welche Eigenschaften muss eine
Gruppe aus Zahlen haben, um Benfords Gesetz zu geniigen? Im Idealfall wiirde man
gern vorhersagen kénnen, ob eine gegebene Liste von Zahlen dem Gesetz geniigt
oder nicht, und zwar, bevor man die ersten Stellen abgezahlt hat. Danach wire es
einfach.

Theodore «Ted» Hill, emeritierter Professor fiir Mathematik an der Georgia Tech
University in Atlanta, ist ein langjdhriger Freund von Benfords Gesetz. In seiner
Online-Datenbank finden sich mehr als 600 Artikel zu diesem Thema. Oft liest man,
es sei nichts Geheimnisvolles an Benfords Gesetz, der Zusammenhang sei
vollkommen klar und jedes weitere Nachdenken iiber seinen Ursprung
Zeitverschwendung. Ted Hill hélt von solchen Aussagen nichts. Seine letzte Arbeit
zum Thema, in Zusammenarbeit mit dem Osterreicher Arno Berger geschrieben,
heilst: «Benfords Gesetz schldgt zuriick: keine einfache Erklarung in Sicht.»

Die zahlreichen Vermutungen tiber Benfords Gesetz fallen in drei
unterschiedliche Gruppen. Zwei davon versuchen die Herkunft der Zahlenkolonnen
zu simulieren. Die erste hat etwas mit Zdhlen zu tun. Wenn man von 1 bis 9999
zahlt, dann haben genau 11 Prozent (ein Neuntel, weil keine Zahl mit 0 anfangt) der
so erzeugten Zahlen eine 1 am Anfang. Zahlt man weiter bis 19 999, so steigt der
Anteil der mit 1 anfangenden Zahlen auf 55 Prozent. Macht man weiter bis 99 999,
dann sinkt die Wahrscheinlichkeit, eine 1 am Anfang einer Zahl zu finden, wieder



auf 11 Prozent. Je nach Obergrenze liegt die Haufigkeit fiir die Anfangsziffer 1 in
einer Menge aus Zahlen, die man durch Zdhlen erzeugt, irgendwo zwischen 11 und
55 Prozent. Rechnet man genauer nach, kommt man im Mittel auf circa 30 Prozent,
genau wie das Benford’sche Gesetz behauptet.

Ein paar der Zahlenkolonnen, die Benfords Gesetz folgen, entstammen tatsdachlich
einer Art Zahlvorgang. In Benfords Liste finden sich zum Beispiel die Gewichte der
Atome des Periodensystems. Ein kleiner Ausschnitt aus dieser Zahlenreihe: 10,81
(Bor), 12,01 (Kohlenstoff), 14,01 (Stickstoff), 16,00 (Sauerstoff), 19,00 (Fluor). Die
Reihe iiberspringt ein paar Zahlen, aber ansonsten arbeitet sie sich gleichméfSig von
kleinen zu grollen Zahlen vor. Aber besonders viel kann diese Art Erkldrung nicht,
denn leider gibt es genug andere Benford’sche Zahlenansammlungen, die iiberhaupt
nichts mit Zahlen zu tun haben, die Flachen von Fliissen zum Beispiel.

Die zweite Gruppe der Erklarungen behauptet in etwa Folgendes: Vielleicht
entstehen die meisten Zahlen durch Multiplikation von vielen anderen Zahlen. Hier
ein einfacher Weg, diesen Vorgang zu simulieren: Wie schon erwédhnt, ist das
Multiplizieren von Zahlen genau dasselbe wie das Addieren ihrer Logarithmen. Das
Addieren von ein paar willkiirlich ausgewdhlten Zahlen erzeugt wiederum eine
ziemlich willkiirliche Zahl. Man nehme eine Dartscheibe, auf der eine Reihe von
Zahlen abgedruckt ist, werfe einen Pfeil irgendwo auf diese Scheibe, ohne zu zielen,
und man hat eine willkiirliche Zahl erzeugt. Jetzt der entscheidende Punkt: Die
Zufallszahl von der Dartscheibe wére der Logarithmus der gewiinschten Zahl, das
heillt, man muss 10 mit dieser Zahl potenzieren, um zum Ergebnis zu kommen.
Dieser Vorgang jedoch erzeugt in etwa 30 Prozent der Fille eine Zahl, die mit 1
anfdngt, eine Eigenschaft der Logarithmusfunktion. Ausprobieren ist in diesem Fall
hilfreich. Die zehn Logarithmen 2,0, 2,1, 2,2 usw. bis 2,9 ergeben, wenn man 10 mit
ihnen potenziert, vier Zahlen, die mit 1 anfangen, eine mit 2, zwei mit 3, eine mit 5,
eine mit 6, eine mit 7. Wirft man nur lange genug auf die Dartscheibe mit
Logarithmen, ergibt sich tatsdchlich Benfords Gesetz.

Diese Art Erkldrung ist plausibel und schwieriger zu verwerfen, aber sie ist
trotzdem nicht ideal. Sie sagt einfach: «Wenn die Benford’schen Zahlenreihen so
und so entstehen, dann miissen sie dem Gesetz folgen.» Ob eine bestimmte
Zahlenreihe wirklich so entsteht, dariiber weill sie nichts. Aullerdem liefert sie keine
Handhabe, um unterscheiden zu kénnen zwischen Zahlenansammlungen, die dem
Gesetz folgen, und eben den anderen. Eine saubere Herleitung sieht jedenfalls anders
aus.

Der dritte Ansatz, Benfords Gesetz zu erkldren, fangt von hinten an. Anstatt zu
fragen, wie die Zahlen, die ihm folgen, entstehen kdnnten, untersucht man das
Gesetz selbst. Wenn so ein Gesetz wirklich irgendeinen universalen Charakter hat,
dann sollte es nicht nur bei uns gelten, sondern auch bei — Aullerirdischen, egal,
welche Einheiten und welches Zahlensystem sie verwenden. Wenn Boérsenkurse dem



Benford’schen Gesetz folgen, dann sollten sie das tun, egal, ob man sie in Dollar
oder Euro oder Arkturischen Peseten angibt, denn universale Gesetze wissen nichts
von Wechselkursen. Und die Zahlenreihe sollte immer noch dem Gesetz folgen,
wenn man sie zum Beispiel ins Bindrsystem umwandelt, das nur die Ziffern 1 und 0
kennt, oder in ein Zahlensystem, das 28 verschiedene Ziffern hat und nicht nur 10.

Diese Matheaufgabe ist nicht einfach, aber wenigstens schon gelost. Seit Ende der
1990er ist dank der Arbeit von Ted Hill und anderen eins klar: Wenn es ein Gesetz
gibt, das die Haufigkeit der Ziffern in der ersten Stelle von Zahlen beschreibt, dann
muss es das Benford’sche Gesetz sein, denn es ist das einzige, das nicht von der
Wahl der Einheit und des Zahlensystems abhdngt. Das ist zwar schon, klart aber
auch wieder nur einen Teil des Problems. Offenbar machen viele Vorgédnge in der
Welt, die Zahlen erzeugen, keinen Unterschied zwischen groen und kleinen Zahlen.
Man kann einfach alle Zahlen mit einer Konstante multiplizieren, und die Welt lduft
genauso weiter. Naturgesetzen ist es egal, ob man sie mit groen oder kleinen
Zahlen fiittert, oder im Mathematikerkauderwelsch: Sie sind «skaleninvariant». Das
ist eine wichtige und nicht selbstverstandliche Eigenschaft der Welt, aber warum das
so ist, bleibt unklar.

Vielleicht ist es einfacher, die Mathematik erst mal wegzulassen, das Gesetz zu
behandeln wie eine Laborratte und es griindlich in allen moéglichen Situationen
durchzutesten. Es ist einfach, sich Zahlenreihen auszudenken, die garantiert nichts
mit Benfords Gesetz zu schaffen haben. Berliner Telefonnummern zum Beispiel —
alle fangen mit der Vorwahl 030 an, keine einzige mit 1. Oder die Kérpergewichte
aller Deutschen, die élter als 18 sind, angegeben in — Kilogramm. Die meisten
diirften mit 6, 7 oder 8 anfangen und nur wenige mit 2.

Genauso einfach ist es auch, Zahlenreihen zu generieren, die exakt Benfords
Gesetz entsprechen. Zum Beispiel kann man die Dartscheiben-Erkenntnis zu Hilfe
nehmen und Zufallszahlen miteinander multiplizieren. Multipliziert man eine Serie
aus Zufallszahlen zwischen 0 und 1, dann erhélt man schon nach 10 Iterationen eine
Zahlenfolge, deren Ziffern dem Gesetz recht gut folgen.

Eine andere Variante, Benfordserien zu erzeugen, sind mathematische Reihen. Die
Fibonacci-Zahlen zum Beispiel: Man fangt mit O und 1 an. Jede folgende Zahl
berechnet man, indem man die beiden vorhergehenden zusammenzahlt, also 0, 1, 1,
2,3, 5,8, 13, 21 und so weiter. Nach einer Weile erhidlt man einen perfekten
Benford-Zahlensatz. Dasselbe gilt fiir die Serie 2, 4, 8, 16, 32 ..., die man erhdilt,
wenn man eine Zahl immer wieder verdoppelt, und viele andere solcher einfachen
Zahlenfolgen. Aber es gibt interessante Ausnahmen: Man beginne mit einem Wert
X. Die weiteren Zahlen der Serie berechne man, indem man die vorhergehende Zahl
mit sich selbst multipliziert und 1 dazuzéhlt. Die so entstehende Zahlenkolonne folgt
Benfords Gesetz — fiir fast alle Werte von X. Zum Beispiel gibt es eine Wunderzahl
X =9,949623 ..., fiir die alle Zahlen der Serie mit 9 anfangen, keine einzige mit 1.
Solche absurden Ausnahmen machen wenig Hoffnung auf eine allgemeine Regel, die



alle Falle abdeckt.

Noch undurchsichtiger wird die Sache, wenn man sich Datensétze ansieht, wie
man sie in der freien Wildbahn findet, zum Beispiel, indem man sie aus
willkiirlichen Zeitungsartikeln abschreibt. Die Informatiker Paul Scott und Maria
Fasli von der Universitdt Essex in England sahen sich im Jahr 2001 unter anderem
die 20 Zahlenreihen an, von denen Benford sein Gesetz ableitete, also: P(d) = log(1 +
1/d). Thre Schlussfolgerung: Nur drei von ihnen sind wirklich dicht an diesem Gesetz
dran, acht weitere stimmen einigermallen. Bei den restlichen ist die 1 zwar immer
noch die haufigste Anfangsziffer, aber ansonsten sind sie weit davon entfernt, dem
Gesetz vorschriftsmalSig zu folgen. Benford hat offenbar mit der Statistik
geschludert.

Nach dieser erniichternden Erkenntnis suchten sich Scott und Fasli ihre eigenen
Daten zusammen, um Benfords Gesetz zu testen, was mit Hilfe des Internets
angenehm leichtfdllt. Sie untersuchten 230 Datensdtze mit insgesamt mehr als einer
halben Million Zahlen. Die meisten davon stimmen {iberhaupt nicht mit Benfords
Gesetz liberein. Von den 30, auf die das Gesetz einigermalen zutrifft, stammen die
meisten tibrigens aus den Statistiken des Landwirtschaftsministeriums der USA.
Obwohl es einfach ist, Zahlenkolonnen zu finden, in denen die 1 als erste Ziffer am
haufigsten vorkommt, sind solche, die wirklich einigermalien zuverldssig dem
exakten Benford-Gesetz entsprechen, gar nicht so weit verbreitet.

Was kann man aus diesen verwirrenden Ergebnissen schliefen? Scott und Fasli
liefern ein paar einfache Regeln, denen alle Datensdtze geniigen, die Benfords
Gesetz folgen: Sie sollten keine negativen Zahlen enthalten, und sie diirfen nicht nur
einen kleinen Zahlenbereich abdecken wie die oben erwdhnten Koérpergewichte.
Natiirlich folgen nicht alle Zahlenreihen, die diese Kriterien erfiillen, dem Benford-
Gesetz; eine Serie aus Zufallszahlen zwischen 0 und einer Million zum Beispiel hat
mit Benford nichts zu tun. Scott und Fasli glauben, das sei nicht so schlimm:
Benfords Gesetz sei wirklich nur ein seltsames Feature von bestimmten
Datensammlungen, und es gebe keinen Bedarf fiir weitere Erklarungen. Auf der
anderen Seite des Spektrums der Benford-Forscher stehen jedoch Leute wie die
Chinesen Lijing Shao und Bo-Qiang Ma, Physiker von der Universitdt Peking, die
2010 in einer ordentlichen wissenschaftlichen Publikation meinten, das Benford-
Gesetz sei womoglich eine tiefgriindige Eigenschaft des Universums und verlange
nach einer Erklarung.

Aber Benfords Gesetz kann noch mehr, als Angehorige diverser akademischer
Disziplinen zu verwirren. Man kann es zum Beispiel einsetzen, um mathematische
Modelle zu testen. Wenn man ein Modell hat, das Vorhersagen fiir, sagen wir,
Borsenkurse ausspuckt, und wenn die echten Boérsenkurse in der Vergangenheit
Benfords Gesetz folgten, dann sollten die Vorhersagen fiir die Zukunft dies auch tun:
«Benford in, Benford out», so die Faustregel. Mark J. Nigrini, heute Professor in



New Jersey, zeigte in seiner Doktorarbeit im Jahr 1992, dass viele
Zahlenansammlungen, die man in der Buchhaltung von Firmen findet, dem Gesetz
geniigen, und verwendete dies als Erster, um Betriigereien aufzudecken. Wenn
Menschen sich Zahlen einfach so ausdenken, dann neigen sie nicht dazu, 30 Prozent
davon mit einer 1 anfangen zu lassen. Findet man in einer Abrechnung Zahlen, die
nicht Benfords Gesetz folgen, dann ist das nicht automatisch ein Betrugsfall, aber
man sollte misstrauisch werden. Vermutlich gibt es mittlerweile eine neue
Generation von Betriigern, die Nigrinis Arbeiten kennt und diesen Fehler nicht mehr
macht.

Benford ist iiberall. Malcolm Sambridge, Geologe aus Canberra, fand kiirzlich ein
paar neue Falle von Zahlen, die dem Gesetz folgen, unter anderem die
Treibgasemissionen, nach Landern aufgeschliisselt, Messungen des Schwerefeldes
der Erde, die Rotationsraten von toten Riesensternen und die Ausschldge eines
Seismographen wahrend des Erdbebens, das den Tsunami Ende 2004 ausldste. Das
letzte Beispiel ist interessant, denn vor dem Erdbeben zeigen die Daten des
Seismographen keinerlei Ahnlichkeit mit Benfords Gesetz. Wenn man die
Anfangsziffern der Zahlen von Seismographen nur griindlich ansieht, kann man
Erdbeben erkennen, auch wenn sie gar keinen Ausschlag am Seismographen
verursachen, entweder, weil sie zu schwach sind, oder weil sie gerade erst
angefangen haben. Sambridge und seine Kollegen haben womaoglich einen extrem
empfindlichen Detektor zur — Erdbebenvorhersage erfunden.

Man soll eben nie sagen, Wissenschaft sei weltfremd. Nur 120 Jahre nachdem
Newcomb {iber die Verschmutzung der Seiten in irgendwelchen Mathebiichern
schrieb, eine Arbeit, die ihm heute vermutlich einen der Ig-Nobelpreise fiir
besonders abwegige Forschung einbringen wiirde, verwendet jemand anders genau
diese Studie, um Erdbeben vorherzusagen.



zur Inhaltsiibersicht

Braune Zwerge

It was a mistake. «Infrared dwarfs» would have been a much better name.
Kenneth Brecher

Wenn man tagsiiber aus dem Fenster blickt, sieht man unter giinstigen Umstdnden
gleich zwei wichtige astronomische Objekte: zum einen die Sonne (bei gutem
Wetter und wenn das Fenster in die richtige Himmelsrichtung zeigt) und aullerdem
ein paar kleine Teile der Erde (es sei denn, es ist neblig). Sonne und Erde gehoren zu
zwei sehr unterschiedlichen Klassen von Objekten — die Sonne ist ein Stern, die Erde
ein Planet. Wenn man nachts in den Himmel schaut, erkennt man, dass es noch viel
mehr Sterne gibt und zumindest noch ein paar andere Planeten. Und einige
Flugzeuge.

Was ist jetzt der groRe Unterschied zwischen Sternen und Planeten? Am Himmel
sieht Jupiter (Planet) jedenfalls nicht so anders aus als Sirius (Stern). Sterne sind
jedoch wesentlich grofSer und schwerer als Planeten — ein mittelgrolSer Stern wie
unsere Sonne wiegt tausendmal so viel wie Jupiter (der gréfSte Planet in unserem
Sonnensystem) und 300 000-mal so viel wie die Erde. Wahrend zumindest manche
Planeten einen festen Boden haben, sodass man auf ihnen herumlaufen kann,
bestehen Sterne aus Gas (oder genauer gesagt aus Plasma, einem elektrisch
geladenen Gas). Wahrend Sterne oft ganz alleine durchs Weltall fliegen, umkreisen
Planeten immer einen Stern. Das hat mit ihrer Entstehung zu tun: Sterne entstehen,
grob gesagt, wenn eine Gaswolke aufgrund ihrer eigenen Schwerkraft kollabiert.
Planeten bilden sich erst, wenn der Stern schon da ist, in einem scheibenférmigen
Nebel, in den der junge Stern eingebettet ist.

Noch ein wichtiger Unterschied: Sterne sind in der Lage, iiber Millionen von
Jahren Energie zu erzeugen und ins Weltall zu blasen. Sie funktionieren ein wenig
wie eine Kerze; einmal angeziindet, brennen sie lange mit derselben Helligkeit, bis
irgendwann der Brennstoff alle ist. Planeten haben so einen Mechanismus nicht. Zu
Beginn ihrer Existenz gliihen sie noch ein wenig, aber dann werden sie schnell kalt
und dunkel, wie die Heizdrdhte in einem Toaster, den man gerade ausgeschaltet hat.
Planeten wie Jupiter konnen wir nur sehen, weil sie Licht von der Sonne reflektieren.

Sterne sind zwar ein wenig so wie eine Kerze, aber nur im Prinzip. Sie verbrennen
kein Wachs; stattdessen bauen sie zwei Wasserstoffatomkerne zu einem Heliumkern
zusammen. Bei dieser Kernfusion wird Energie frei, die der Stern dann nur noch



abstrahlen muss. Solche Prozesse sind leider recht aufwendig, man braucht ein
grolles Ding, das in der Lage ist, erhebliche Temperaturen und hohen Druck zu
produzieren. Planeten jedenfalls kénnen das nicht.

Sterne und Planeten kdnnte man fiir streng getrennte Phdnomene halten.
Abgesehen davon, dass die einen in der Ndhe der anderen entstehen, gehen beide
Arten von Himmelskoérpern ihren Geschéften nach, ohne einander in die Quere zu
kommen. Diese Einstellung geht so weit, dass es zwei Sorten Forscher gibt: die
einen, die sich um Sterne kiimmern (Astronomen), und andere, die mit Planeten zu
tun haben (zum Beispiel Geologen oder allgemeiner Planetologen). Von den
Astronomen kam in den 1950er und 1960er Jahren mehrfach der Vorschlag, es
koénnte Dinge geben, die, was ihr Gewicht angeht, zwischen Sternen und Planeten
stehen. Genau wie Sterne erzeugen sie Energie durch Fusion von Wasserstoffatomen
— aber nur ein bisschen, und auch nur, wenn sie ganz jung sind. Genau wie Planeten
werden sie mit zunehmendem Alter schwacher und schwacher. Zuerst nannte man
diese hypothetischen Zwischenobjekte «Schwarze Zwerge», ab den 1970ern biirgerte
sich dann die Bezeichnung «Braune Zwerge» ein. «Zwerg», weil sie im Vergleich zu
Sternen klein sind, und «braun», weil sie sehr lichtschwach sind — und weil die
anderen Farben schon vergeben waren. Unsere Sonne zum Beispiel nennen
Astronomen seltsamerweise einen «Gelben Zwerg».

Jahrzehntelang waren Braune Zwerge reine Theorie. Theoretische Objekte sind
schon und gut, aber ausdenken kann man sich viel. Wirklich relevant wurden sie
erst, als man sie nach langem erfolglosen Suchen am Himmel fand. Seit 1995 sind
Hunderte Braune Zwerge identifiziert worden. Es gibt offenbar auch welche, die so
klein sind, dass man sie mit Riesenplaneten verwechseln kénnte — sie sind nur etwa
zehnmal so schwer wie Jupiter. Im Unterschied zu Jupiter fliegen diese Objekte, die
man seit ein paar Jahren manchmal «Planemos» nennt (kurz fiir «planetary-mass
objects», also Objekte mit planetendhnlichen Massen), jedoch frei durchs All und
umkreisen nicht etwa einen Stern. Sind das jetzt Planeten? Oder Sterne? Die Grenze
zwischen den beiden Klassen ist endgiiltig eingerissen.

Ein Problem, das Astronomen mit Braunen Zwergen haben, ist ihre Entstehung.
Wie sich herausstellte, ist es gar nicht so einfach zu erkldren, wie es so etwas wie
einen Braunen Zwerg geben kann. Zum einen konnte es sein, dass Braune Zwerge
wie Sterne entstehen, aber aus irgendeinem Grund nicht genug Masse
mitbekommen. Sie werden nicht grof§ genug, um die Kernfusion richtig in Gang zu
bringen. Wenn ein Stern entsteht, sammelt er iiber ein paar Millionen Jahre Material
aus seiner ndheren Umgebung zusammen; Material, das wegen der Schwerkraft auf
den heranwachsenden Stern herunterregnet. Diesen Prozess muss man aufhalten, um
einen Braunen Zwerg heranzuziichten.

Ideen gibt es dazu einige, und wahrscheinlich funktionieren auch manche. Unklar
ist, welche davon in der Natur tatsdchlich im Einsatz sind und welche zwar gut
klingen, aber letztlich keine Rolle spielen. Eine Méglichkeit besteht darin, dass das



kleine Ding in einem sehr friihen Stadium seiner Entstehung einen FulStritt
verabreicht bekommt und in eine Gegend geschossen wird, wo sich kein neues
Baumaterial findet. Nun gibt es zwar keine Fiie am Nachthimmel, aber immerhin
die Schwerkraft. Sterne bilden sich meist nicht allein, sondern in Gruppen, die sich
wahrend der Entstehung konfus durcheinanderbewegen. Begegnen sich in so einer
dichten Ansammlung zwei Objekte, dann kommt es vor, dass das kleinere durch die
Schwerkraft des groBeren beschleunigt und aus der Gruppe hinausbeférdert wird.

Dieser Vorgang findet im Weltall ziemlich sicher statt, aber er hat ein paar
ernsthafte Schwierigkeiten mit den Fakten, das heilst mit den Details, die
Astronomen mit Hilfe von grollen Teleskopen inzwischen herausgefunden haben.
Einer der wesentlichen Punkte: Braune Zwerge entstehen nicht nur in der Nahe von
Sternhaufen, sondern offenbar auch ganz auf sich gestellt. Es gibt ein paar Funde
von jungen Braunen Zwergen, die sich weit weg von allen grofSeren
Sternansammlungen aufhalten. Bei solchen Objekten funktioniert der
FulStrittmechanismus nicht, weil es nichts gibt, das den Tritt verabreichen kénnte.
Aullerdem fand man mehrere Paare von Braunen Zwergen — zwei Braune Zwerge,
die sich in grofem Abstand umkreisen, so wie die Erde die Sonne umkreist. Wenn
wirklich jeder Braune Zwerg am Anfang seiner Existenz mit einem grélleren Stern
praktisch kollidiert, sollte man erwarten, dass solche Paare auseinandergerissen
werden.

Andere Forscher brauchen keine Fulitritte, sie rithren in ihren Modellen das Gas
kraftig um, aus dem sich die Sterne bilden. Die so entstehende Turbulenz ist eine
Eigenschaft, die in der (komplizierten) Theorie die Entstehung von Braunen
Zwergen begiinstigt. Andere lassen Braune Zwerge in der Ndhe von sehr hellen
Sternen entstehen. Die Strahlung des hellen Nachbarn pumpt Energie in die Wolke,
die den zukiinftigen Zwerg umgibt. Das Gas heizt sich auf, und seine Atome gehen
kaputt. Die Reste verteilen sich iiber ein grofes Volumen und fallen nicht mehr auf
den Zwerg, der deshalb nicht zum Stern heranwéchst. So konnte es auch gehen,
jedenfalls wenn zuféllig gerade ein heiller Stern in der Nahe ist.

Allen bisherigen Szenarien ist gemeinsam, dass sie Braune Zwerge als verhinderte
Sterne betrachten. Man kann aber auch andersherum anfangen und sagen, es handele
sich um verhinderte Planeten. Man baut den Braunen Zwerg so wie einen Planeten
zusammen — in einem scheibenférmigen Nebel, der junge Sterne umgibt. Wenn der
Zwerg fertig ist, braucht man wieder einen FuRtritt, um ihn aus der Scheibe
rauszubefordern, nur diesmal wére es ein Zusammensto mit einem Kollegen —
einem anderen Braunen Zwerg oder einem Riesenplaneten —, der ihn in die freie
Wildbahn katapultiert. Klingt gut, aber wenn das so ware, dann miisste man, sieht
man sich ganz junge Braune Zwerge an, immer auch eine Sonne in der Néhe finden,
aus deren Scheibe der Zwerg hitte herausgeworfen werden konnen. Leider ist das
nicht immer so.



In Wahrheit gibt es womoglich mehrere Varianten der Entstehung von Braunen
Zwergen. Wenn wir heute ein paar Zwerge am Himmel sehen und sie sich dhneln,
heilst das noch lange nicht, dass sie auch denselben Ursprung haben. Braune Zwerge
verdeutlichen schon, dass Stern- und Planetenentstehung nicht zwei getrennte
Prozesse sind, sondern zwei ineinander verwobene Handlungsstrdnge in einem
grofSen, komplexen Geschehen. Die Natur verfiigt iiber Mittel und Wege, die
verschiedensten Objekte zusammenzubauen, sie kiimmert sich nicht darum, wie wir
diese Objekte am Ende nennen und in welchen Instituten wir sie untersuchen lassen.
Sie kann Sterne herstellen, die hundertmal so schwer sind wie die Sonne, Braune
Zwerge, und am anderen Ende der Skala Planeten von der GrélSe der Erde. AuRlerdem
produziert sie noch viel kleinere Objekte, zum Beispiel Zwergwale, aber das ist ein
anderes Thema.



zur Inhaltsiibersicht

Briste

A curious aspect of the theory of evolution is that everybody thinks he understands it.
Jacques Monod, «On the Molecular Theory of Evolution», 1974

Die Frage, warum Frauen Briiste haben, ist eine von mehreren in diesem Buch, die
sich als Konversationsthema nur wenig eignen. «Das ist doch klar», werden die
meisten Gesprdchspartner einwenden, wenn nicht gleich: «Das war nie Unwissen, du
hast da nur was falsch verstanden.» Es ist offenbar leichter, Unwissen zu
akzeptieren, wenn es sich am anderen Ende des Universums befindet ( — Space Roar)
oder sich nur selten bemerkbar macht ( —~ Megacryometeore). Dass es Unwissen gibt,
das wir tdglich mit uns herumtragen oder an anderen Menschen betrachten, lasst die
Welt ein wenig unaufgerdaumt wirken.

Aber mit dieser Unaufgerdaumtheit miissen wir uns vorerst arrangieren, denn noch
gibt es keine eindeutige Antwort auf die Frage, warum Frauen in der Pubertét Briiste
bekommen und sie ihr Leben lang behalten. Kein anderes Sdaugetier ldsst sich
dauerhafte Briiste wachsen. In der Stillzeit schwillt das Brustdriisengewebe an, aber
nach deren Ende schwillt es wieder ab. Auch Kiihe sind da iibrigens keine
Ausnahme. Milchkiihe sind auf méglichst hohe Milchproduktion und damit grofSe
Euter hin geziichtet, und sie miissen regelmallig Kdlber gebdaren, damit die Milch
nicht versiegt. Kiihe, die kein Kalb sdaugen, haben kleine und unauffillige Euter.

Wer jetzt denkt «INa, Briiste gibt es eben, weil Méanner sie attraktiv finden», der
tragt das Problem damit nur in eine andere Abteilung. Warum finden Manner Briiste
attraktiv? Es muss einen Zeitpunkt vor der Entstehung dauerhafter Briiste gegeben
haben, zu dem geschwollenes Brustdriisengewebe Médnnern signalisierte, dass hier
ein Kind gestillt wird. In der Stillzeit ist die Fruchtbarkeit herabgesetzt, wer Briiste
attraktiv fand, reduzierte damit also seine eigene Fortpflanzungswahrscheinlichkeit.
Ein Interesse an Briisten hat also Nachteile, genau wie der Besitz von Briisten.
Dauerhafte Briiste konnen die Bewegungsfreiheit einschranken und Riickenprobleme
verursachen. Das in ihnen gespeicherte Fett lieRe sich praktischer an anderen Stellen
verstauen. Diesen Kosten muss auf beiden Seiten irgendein Nutzen gegeniiberstehen.
Was hat sich die Evolution dabei gedacht?

An dieser Stelle ein Wort der Warnung. Wahrscheinlich ist es nicht gut, zu oft
angesichts von Briisten, Elchgeweihen oder Badeschwdmmen «Was hat sich die
Evolution dabei wieder gedacht?» zu fragen, weil die Gefahr besteht, dass man



irgendwann an seinen eigenen Scherz zu glauben beginnt. Denn die Evolution denkt
sich tiberhaupt nichts bei ihrem Tun, sie ldsst das Sinnlose genauso entstehen wie
das Zweckmalige, und es ist gar nicht so leicht, das eine vom anderen zu
unterscheiden.

Wenn Forscher sich zu den evolutiondren Ursachen fiir Briiste dullern, gehen sie
fast immer davon aus, dass Briiste in die Kategorie des ZweckmaRigen gehoren, also
eine Anpassung darstellen. Eine Anpassung ist eine erbliche Eigenschaft, die durch
natiirliche Auslese zustande kommt, weil sie zumindest zum Zeitpunkt ihrer
Entstehung direkt oder indirekt die Chancen ihres Inhabers auf erfolgreiche
Fortpflanzung erh6ht. Was das genau bedeutet und welche Eigenschaften von
Lebewesen als Anpassungen eingestuft werden sollen, ist allerdings umstrittener, als
man annehmen konnte.

Den Aufkleber «Anpassungsleistung» darf keineswegs alles tragen, was in den
letzten paar Milliarden Jahren auf der Erde entstanden ist. Der Bauchnabel ist
einfach nur ein Nebeneffekt der Nabelschnur, etwa wie ein Gussgrat an einem
technischen Produkt, und die Evolution stellt ihn in einer nach innen und in einer
nach aulen gewdlbten Variante her, ohne dass das nach bisherigem Wissensstand
etwas zu bedeuten hitte. Es kann vorkommen, dass so eine technisch bedingte
Eigenschaft sich spater als praktisch erweist. So ist es beispielsweise ganz giinstig,
dass die Einzelteile des Schéadels beim Sdugling noch nicht fest miteinander
verwachsen sind, denn dadurch passt er leichter durch den engen Geburtskanal. Die
Evolution musste diese Schddelndhte aber nicht extra erfinden, es gibt sie schon bei
Tieren, die einfach nur aus einem Ei zu schliipfen brauchen. Andere Eigenschaften
entwickeln sich als Anpassung und werden spater umgenutzt. Ein mogliches Beispiel
ist der Schlaf, der einer Theorie zufolge anfangs nur dazu diente, Lebewesen nachts
vor Schaden zu bewahren, und erst spater Zusatzfunktionen {ibernahm ( — Schlaf im
«Lexikon des Unwissens»).

Es macht die Welt nicht einfacher, dass ein einzelnes Gen mehrere Eigenschaften
beeinflussen kann und dass sich bestimmte Einzelheiten bei der Entwicklung von
Lebewesen nicht dndern lassen, ohne andere gleich mit zu verstellen. Man kann eine
Maus nicht einfach malistabsgetreu auf Elefantenformat vergrofSern. Sie wird
schwerere Knochen bekommen, und ihr Stoffwechsel und ihr Herzschlag werden
sich verlangsamen. In der Maus muss also aulSer der Angabe «Ko6rpergrofe» noch
einiges andere umgebaut werden, und spédtere Riesenmausforscher werden es schwer
haben, herauszufinden, auf welchen dieser Faktoren die Evolution welche Art Druck
ausgelibt hat.

Wenn man behaupten will, etwas sei eine evolutiondre Anpassung, geniigt es also
nicht, sich irgendeinen halbwegs plausiblen Zweck der Verdnderung auszudenken.
Ein paar Kriterien miissen erfiillt sein: Es muss erstens eine genetische Basis fiir das
Phdanomen geben, deren Einfluss auf den Fortpflanzungserfolg sich zweitens
statistisch nachweisen lassen muss, drittens sollte es einen technischen



Zusammenhang zwischen der Eigenschaft und dem Fortpflanzungserfolg geben, und
viertens wdre es gut, wenn sich dieser Zusammenhang experimentell nachweisen
lieSe. Dazu verdandert man entweder die zu untersuchende Eigenschaft oder die
Umweltbedingungen und sieht nach, ob sich die erwarteten Folgen auch wirklich
einstellen. Im Tierversuch ist das noch relativ einfach, hdaufig kleben Forscher zu
diesem Zweck beispielsweise bunte Federn an Végel und untersuchen dann deren
Paarungserfolg. Beim Menschen aber ist der Nachweis so schwierig, dass es bisher
selten gelungen ist, menschliche Eigenschaften zweifelsfrei als Anpassungsleistung
zu identifizieren.

Das hat weder Wissenschaftler noch Laien daran gehindert, zu jeder menschlichen
Eigenschaft oder Verhaltensweise eine Theorie hervorzubringen, die das
Beobachtete zur evolutiondren Anpassung erklart. Die meisten dieser Erklarungen
handeln von Méannern als Erndhrern und Beschiitzern, von monogamen
Paarbindungen, die durch Attraktivitdt der Frau einerseits und gute Versorgung
durch den Mann andererseits gefestigt werden, und vom héheren Elternaufwand der
Frau. Manches spricht allerdings dafiir, dass diese Theorien weniger die Lage vor ein
paar Millionen Jahren widerspiegeln als die gesellschaftlichen Zustdnde ihrer
Entstehungszeit. Das ist jedenfalls die Interpretation der Paldoanthropologin Dean
Falk, der zufolge viele soziobiologische Erklarungen des
Geschlechterrollenverhaltens eher auf Wunschdenken als auf Wissenschaft fullen:
Waihrend Frauen in den 1970er und 80er Jahren sexuell und finanziell unabhdngiger
wurden, entstand ein erhohter Bedarf nach beruhigenden Thesen. «Die
Geschlechterrollen- und Familienverhéltnisse der 1950er Jahre in England und den
USA entsprechen exakt dem, was die Evolution vorgesehen hat», sagt diese
trostliche Wissenschaft sinngemal, «und deshalb wird auch weiter alles so bleiben,
die Emanzipation ist nur so eine Modewelle. Bring einfach geniigend erjagte Tiere
nach Hause, dann verlédsst deine Frau dich nicht fiir einen anderen.»

Aber natiirlich rithren in der Theoriensuppe nicht nur Forscher, die sich insgeheim
in die 1950er Jahre zuriicksehnen. Einige Forscherinnen, die sich in den letzten
Jahrzehnten in der Brustfrage zu Wort gemeldet haben, bringen ihrerseits keine
rechte Begeisterung fiir Hypothesen auf, denen zufolge Briiste sich in erster Linie als
Objekt méannlicher Begierde entwickelt haben sollen. Wie alle Fragen, in denen es
um Manner, Frauen und Evolution geht, ist das Thema hochpolitisch und unterliegt
wechselnden Erklarungsmoden. Eventuell wird sich das Gestriipp der Theorien erst
lichten, wenn die Evolution neue, besser angepasste Evolutionsbiologen
hervorgebracht hat.

Bei der Erklarung von Briisten taucht hiaufig ein Sonderfall der Anpassung auf,
namlich die sexuelle Selektion, deren klassisches Beispiel der Pfauenschwanz
darstellt. Die Kosten dieses nutzlosen und hinderlichen Kérperteils werden
aufgewogen durch die gréllere Bereitschaft weiblicher Pfauen, sich mit dem Inhaber



eines so prachtigen Gefieders zu paaren. Es gibt in der Evolutionsbiologie so viele
Pfauenschwanz-Theorien, weil Forscher reflexartig an sexuelle Selektion denken,
wenn sich die Angehorigen eines Geschlechts aufféllig fiir ein Merkmal des anderen
Geschlechts interessieren und dieses Merkmal gleichzeitig eher unpraktisch
erscheint. Welche Mechanismen hinter dem Phdnomen der sexuellen Selektion
stecken, ist allerdings auch bei den vergleichsweise einfach zu erforschenden Tieren
ein Feld mit vielen konkurrierenden Hypothesen. Denkbar ist zum Beispiel, dass die
Pfauenweibchen einfach nur den Beweis sehen wollen, dass das Méannchen trotz
eines absurd unpraktischen Korperteils durchs Leben kommt, ohne sofort von
Fressfeinden verzehrt zu werden. Statt ein schones Gefieder zu entwickeln, konnte
sich der mannliche Pfau also theoretisch auch einen Autoreifen ans Bein binden.
Anderen Modellen zufolge bringt der Pfau einen besonders prachtigen Schweif nur
dann hervor, wenn er gesund ist; die Weibchen lesen also aus dem Gefieder den
Gesundheitszustand des Mannchens ab.

Analog vermuten manche Forscher, dass Manner ein Interesse an der weiblichen
Oberweite entwickelt haben, weil Briiste etwas Wissenswertes signalisieren. Mdnner
konnten grolle Briiste beispielsweise attraktiv finden, weil sie ihnen eine gesicherte
Erndhrung ihrer zukiinftigen Kinder versprechen. Dieses Argument krankt daran,
dass die GroRe der Briiste nichts mit ihrer Funktionsfdhigkeit zu tun hat. Vor dem
Beginn der Stillzeit bestehen sie tiberwiegend aus Fett. In den ersten Monaten des
Stillens nimmt das Fettgewebe in der Brust ab und das Driisengewebe zu, bis nach
etwa sechs Monaten ein optimales Verhdltnis von Brustgroe zu Milchmenge
erreicht ist. Trotz des geringeren Fettanteils funktioniert die Brust jetzt also offenbar
effizienter. Selbst wenn grolie Briiste besonders viel Milch produzieren kénnten,
ware das kein Vorteil, denn der Sdugling bestimmt die Menge der Milch durch sein
Trinkverhalten. Daher reicht die Milchmenge im Normalfall fiir den Bedarf des
Kindes — oder bei Zwillingsgeburten: der Kinder —, und was dariiber hinausgeht,
ware Verschwendung.

Auch als Signal dafiir, dass die Mutter iiber ausreichend Kérperfett zum Stillen
eines Kindes verfiigt, eignen sich Briiste aus verschiedenen Griinden nicht: Selbst
Briiste der Kérbchengréfle D enthalten zusammen nur etwa 2 Kilogramm Fettgewebe
und damit ungefahr 15 000 Kalorien. So viel verbraucht das Stillen eines Sauglings
allein im ersten Monat. Und diese Kalorien kommen selbst in schlechten Zeiten eher
aus den an Armen, Beinen und Hiiften gespeicherten Vorréten.

Aber warum sollten Frauen iiberhaupt durch Briiste signalisieren, dass sie iiber
geniigend Fettvorrate verfiigen? Das Vorhandensein von Fett ist auch ohne Briiste
erkennbar, die zusdtzlichen Miihen waren nicht nétig. Und wenn Fettreserven zur
Fortpflanzung verlocken, warum finden so viele Manner dann gerade schlanke
Frauen mit grofSen Briisten attraktiv?

In einer fettdrmeren Variante der Signalthese lesen Médnner an den Briisten einer
Frau ab, wie symmetrisch sie gebaut ist. Ein asymmetrischer Koérperbau gilt als



Indiz dafiir, dass mit den Genen dieses moglichen Fortpflanzungspartners etwas
nicht stimmt. Grofe und gleichzeitig symmetrische Briiste sind in dieser Theorie ein
besonders schwieriges Kunststiick des Korpers, der auf diese Art seine vorteilhaften
Gene zur Schau stellt. Diese Symmetrie-Selektions-Theorien gehen auf die
Beobachtung zuriick, dass sich Schwalben lieber mit symmetrisch gebauten
Schwalben paaren. Der Effekt wurde erstmals in den frithen 1990er Jahren
beschrieben und begeisterte Forscher so, dass es in kurzer Zeit mehrere unabhédngige
Folgestudien gab, die ihn zunédchst bei Mensch und Tier bestdtigten. Im Laufe der
ndchsten zehn Jahre und mit zunehmender Datenmenge liel$ sich der
Symmetrieeffekt aber immer weniger belegen. Da die nachzumessenden
Asymmetrien recht klein sind und daher Spielraum bei der Interpretation lassen,
vermutet man heute eher den unbewussten Einfluss von Forscherwiinschen hinter
den anfangs so eindeutig erscheinenden Ergebnissen.

Die Anthropologin Frances E. Mascia-Lees sagt sich nicht nur von der sexuellen
Selektion, sondern von der gesamten Anpassungstheorie los und vertritt die These,
dass sich Briiste als Nebenprodukt der Einlagerung von Fettreserven entwickelt
haben. In der Friihzeit der menschlichen Entwicklung, so die Theorie, breiteten sich
unsere Vorfahren aus den Wildern in die Savanne aus, wo die Nahrungsversorgung
je nach Jahreszeit schwankte. Frauen, die mehr Fett ansetzten, erhohten ihre
Chancen, auch in weniger giinstigen Jahreszeiten ein Kind erfolgreich auszutragen
und lange genug zu stillen. Diese zusitzlichen Fettzellen produzieren Ostrogen, und
Ostrogen fiihrt zur Anlagerung von Fett an den Briisten, wie dicke Méanner aus
eigener Anschauung wissen. Die Fettanlagerung vorne am Oberkorper hat in dieser
Theorie also nicht mehr Bedeutung als beispielsweise Schwimmringe am Bauch.

Zur Klarung der Frage, ob Briiste eine Anpassungsleistung darstellen oder einen
bloen Nebeneffekt einer anderen Entwicklung, braucht man die oben genannten
Kriterien (mit Ausnahme von Punkt 4, dem experimentellen Nachweis, der sich
sowieso nicht an der Ethikkommission vorbeischmuggeln ladsst). Es sollte erstens
eine genetische Basis fiir die Brustentwicklung geben, und das scheint auch der Fall
zu sein: Die Brustgrélle wird durch spezifische Gene zumindest mitbestimmt; den
Rest regeln Erndhrung und genetische Faktoren, die den Korperbau allgemein
beeinflussen.

Zweitens sollten groere Briiste mit grofSeren Fortpflanzungschancen einhergehen.
Die Anthropologin Grazyna Jasienska und ihre Kollegen kommen in einer
Veroffentlichung aus dem Jahr 2004 zu dem Schluss, dass Frauen mit grollen
Briisten auch tatsdchlich fruchtbarer sind als Frauen mit ungiinstigerem Verhaltnis
von Brustumfang zu Brustkorbumfang unterhalb der Brust. Wobei mit «tatsachlich
fruchtbarer» hier «theoretisch fruchtbarer» gemeint ist, denn gemessen wurde nicht
der tatsdchliche Fortpflanzungserfolg, sondern nur der Spiegel zweier Hormone, die
als Indikatoren fiir eine erfolgreiche Empfangnis gelten.



Die Empfangniswahrscheinlichkeit ist aber nur ein Teil der gesamten
Fortpflanzungswahrscheinlichkeit. Menschen und andere Primaten bekommen
relativ wenig Nachwuchs, in den sie jahrelang hohen Aufwand investieren. Fiir
Frauen geniigt es daher, so einigermalien fruchtbar zu sein; der Fortpflanzungserfolg
hdngt mindestens ebenso stark davon ab, ob es gelingt, diesen Nachwuchs
durchzufiittern und gesund zu erhalten. Die Anthropologin Elizabeth Cashdan wirft
in einer Veroffentlichung aus dem Jahr 2008 die Frage auf: Wenn die von Jasienska
und anderen Autoren beschriebenen Proportionen evolutiondr so giinstig sind,
warum sind sie dann — selbst fernab der Zivilisation und ihrer Supermaérkte — eher
die Ausnahme als die Regel? Cashdan zufolge vermindern dieselben Hormone, die
eine Schwangerschaft wahrscheinlicher machen, die Durchsetzungsfahigkeit der
Mutter, die ihren Kindern dadurch weniger Ressourcen sichern kann. Beide
evolutiondre Strategien hdtten dann je nach den Lebensumstdnden der Frau ihre Vor-
und Nachteile. Man miisste sich die Miihe machen, ein paar Jahrzehnte abzuwarten
und dann nachzuzdhlen, wie viele Kinder die Frauen aus Jasienskas Studie
tatsdchlich bekommen und ins fortpflanzungsfahige Alter befoérdert haben. Bis dahin
ist die Frage, ob Frauen mit groReren Briisten sich erfolgreicher fortpflanzen,
weiterhin offen.

Eins der Probleme, vor denen man bei allen Theorien steht, die nicht nur
Mutmalen, sondern auch Nachmessen erfordern, ist nebenbei ein ganz praktisches
oder vielmehr unpraktisches: In jeder Studie kommen andere Verfahren zur
BrustgroBenmessung zum Einsatz, und keines davon liefert eindeutige Ergebnisse.
Am einfachsten ist es natiirlich, Frauen nach ihrer Kérbchengrofe zu befragen und
auf ehrliche Auskiinfte zu hoffen. Aber Kérbchengrof8en unterscheiden sich je nach
Land und Hersteller, fast alle Frauen tragen BHs der falschen GrofSe, und grofSe oder
dicke Frauen haben im Durchschnitt groRere Briiste als kleine oder diinne, ohne dass
man daraus irgendetwas liber das Verhdltnis ihrer Brustgrofle zur iibrigen
Korpergrolie ablesen kénnte. Diese Probleme kann man vermeiden, indem man das
Verhdltnis des Brustumfangs tiber der Brust zum Brustumfang unter der Brust misst,
aber dann stellt sich wiederum die Frage, wo man das Mallband anlegen soll: Das
Volumen groler Briiste ist mit diesem Verfahren nicht gut zu erfassen.

Vor der Frage, warum Frauen Briiste haben, miisste also eigentlich die Frage
geklart werden, wie man aus der Vielzahl der Hypothesen — aus der wir hier nur
einen kleinen, dhem, Ausschnitt zeigen konnten — die aussichtsreicheren
herausgreifen und iiberpriifen kénnte. Nach der Einfiihrung einer halbwegs
standardisierten Messmethode miisste jemand bessere Daten dariiber
zusammentragen, ob sich Manner wirklich {iberall auf der Welt gleichermallen fiir
Briiste interessieren und, wenn ja, ob sie dabei dhnliche Proportionen schétzen. Dass
hier noch Bedarf besteht, zeigt sich daran, dass die meisten Veroffentlichungen auf
eine einzige Arbeit aus den 1950er Jahren zuriickgreifen. Bis das geklart ist, besteht
die Moglichkeit, dass mannliche Brustbegeisterung ein zwar weitverbreitetes, aber



kulturell bedingtes Phanomen darstellt. Solange diese ganze Forschungsarbeit noch
unerledigt ist, miissen wir uns mit der Nullhypothese begniigen, dass Briiste keinen
besonderen Zweck haben, sondern einfach da sind. Viele sind auch damit schon ganz
zufrieden.



[zur Inhaltsiibersicht

Dunkle Energie

The universe is a big place, perhaps the biggest.
Kurt Vonnegut

«Irgendwie dunkel», titelte die Zeit im Jahr 2001 anldsslich einer Konferenz in
Baltimore, die «The Dark Universe» hieR. Das Universum dunkel zu nennen, kommt
einem beim Betrachten des Nachthimmels zundchst nicht so iiberraschend vor.
Zwischen den ganzen leuchtenden Sternen und Galaxien stellt man sich das
Universum wie eine grolle Leere vor, und wo nichts ist, kann man auch nichts sehen,
folglich ist es dunkel, ein bestechendes Argument. Aber leider falsch, sowohl am
Anfang als auch am Ende.

Zum einen ist das Universum keineswegs an allen Stellen, wo nichts leuchtet,
wirklich leer. Es beherbergt sogenannte Dunkle Materie, die sich durch die von ihr
hervorgerufene Schwerkraft zu erkennen gibt, aber nicht sichtbar ist. Es gibt sehr
viel davon, etwa fiinfmal so viel wie sichtbare Materie, und bis heute wissen wir
nicht, was Dunkle Materie sein soll, weshalb das Thema auch im «Lexikon des
Unwissens» auftaucht. Zum anderen sind selbst die Stellen, an denen es weder
leuchtende noch dunkle Materie gibt, nicht wirklich leer. Wenn man alles
wegnimmt, dann bleibt immer noch etwas iibrig, das man Dunkle Energie nennt.
Dunkel, weil man es nicht sehen kann und weil man keine Ahnung hat, was es sein
soll.

Die offensichtliche Frage: Wenn dieses Zeug unsichtbar und nach irdischen
Kriterien nichts ist, woher wissen wir dann von seiner Existenz? Eine Frage, die
auch im Kapitel — Loch eine Rolle spielt, aber dieses Mal ist die Antwort eine ganz
andere: weil Dunkle Energie die Expansion des Universums beschleunigt. Sowenig
wir liber den Inhalt des Universums wissen, in einer Sache sind sich die allermeisten
Experten einig: Es expandiert. Wir wissen das, weil das Licht von weit entfernten
Galaxien roter auf der Erde ankommt, als es eigentlich sein sollte. Die beste
Erklarung fiir diese Rotverschiebung ist der Dopplereffekt, den jeder kennt, weil er
nicht nur bei Licht, sondern auch bei allen anderen Wellen vorkommt, zum Beispiel
bei dem Gerdusch, das die Sirene eines Feuerwehrautos von sich gibt. Fahrt das Ding
an einem vorbei, dann klingt das so, als wiirde jemand die Tonhohe der Sirene
runterdrehen — die Frequenz der Sirenenwellen verringert sich, oder andersherum:
Thre Wellenldnge vergroRert sich. Bei Licht gibt es das auch, und weil rotes Licht



langwelliger ist als blaues, wird der Dopplereffekt das Licht von Galaxien réten,
wenn sie sich von uns wegbewegen. Das ist die Interpretation der Rotverschiebung
des Lichts der Galaxien — sie fliegen von uns weg, und zwar umso schneller, je
weiter sie von uns entfernt sind.

Daraus folgt iibrigens nicht, wie man meinen kénnte, dass wir uns im Zentrum des
ganzen Expandierens befinden. An jeder anderen Stelle sdhe es ganz genauso aus.
Man denkt am besten an einen Hefeteig mit Rosinen, der iiber Nacht zum «Gehen»
stehengelassen wird. Wir sitzen in einer der Rosinen, und weil sich der gesamte Teig
gleichmdfig ausdehnt, bewegen sich alle anderen Rosinen von uns weg. Je weiter
eine Rosine von uns entfernt ist, desto mehr Lichtjahre expandierender Hefeteig
liegen zwischen uns und der anderen Rosine, und desto schneller bewegt sie sich von
uns weg.

Man darf sich das Ganze auch nicht vorstellen wie eine Explosion, wo alle
moglichen Teile von einem Zentrum wegfliegen. «Wegfliegen» ist iiberhaupt ein
irrefiihrendes Wort, weil man dabei sofort vermutet, dass sich ein Ding schnell
durch ein ruhendes Medium bewegt. Dabei ist es das Medium, das sich ausdehnt —
die Rdume zwischen den Galaxien. Genau wie beim Hefeteig, wo die Rosinen sich
auch nur deshalb bewegen, weil sich der Teig zwischen ihnen ausdehnt. Der Hefeteig
ist die perfekte Metapher fiir das Universum, sieht man davon ab, dass bisher nicht
bekannt ist, ob das Universum am Ende der Nacht in den Ofen geschoben und
danach verzehrt wird, aber was wissen wir schon.

Das Universum dehnt sich also aus, so viel ist klar. Das wirft zwei Fragen auf, die
man sich im Leben ziemlich oft stellt: Wer hat damit angefangen? Und wie soll das
nur weitergehen? Der Anfang ist ein eigenes Kapitel, aber es ldsst sich zumindest
feststellen, dass das Universum sehr klein angefangen hat. Wenn sich etwas
ausdehnt, dann muss es in der Vergangenheit viel kleiner gewesen sein. Am
Zeitpunkt null oder sehr kurz danach muss sich das Weltall in einem extrem dichten
und energiereichen Zustand befunden haben, den wir heute normalerweise «Urknall»
(«Big Bang») nennen. So viel zum Anfang.

Hier geht es jedoch um die Zukunft des Universums. Bis in die 1990er Jahre
hinein gab es vor allem zwei Moglichkeiten. Entweder die Expansion geht ewig so
weiter wie heute. Oder aber sie wird allméahlich langsamer, halt irgendwann an und
kehrt sich um, das heif3t, der ganze Hefeteig fdllt wieder in sich zusammen. Das
letzte Szenario, bei dem am Ende das Gegenteil des Urknalls steht, ein «Big
Crunch», klingt unangenehm, weil man es nicht so gern hat, wenn die ganzen
anderen Galaxien, die jetzt so schon weit weg sind, in den Wintergarten fallen und
die Blumen kaputt machen. Die Moglichkeit fiir einen Big Crunch besteht, weil die
Expansion einen natiirlichen Gegenspieler hat, ndmlich die Schwerkraft. Es gibt
schlielllich Materie im Universum, dunkle, helle, alles Mogliche, die sich
gegenseitig anzieht. Die Rosinen wollen sich eigentlich nicht voneinander
wegbewegen. Ob das Universum gleichméaRig weiterexpandiert oder ob die



Expansion sich verlangsamt und es irgendwann kollabiert, hdngt daher vor allem
davon ab, wie viel Materie es im All gibt.

So weit der Stand der Forschung in den 1990ern. Es ging in erster Linie darum zu
entscheiden, ob die Expansion so weitergeht wie bisher oder ob sie sich umkehrt.
Die allgemeine Praxis bei solchen Problemen ist, einfach nachzusehen, wie es sich
verhélt, wobei «einfach» entweder wirklich einfach oder entsetzlich kompliziert sein
kann, bei Astronomen meistens Letzteres. Wie findet man heraus, ob etwas gleich
schnell bleibt oder langsamer wird? Man misst seine Geschwindigkeit zu
verschiedenen Zeiten. Im Falle des Universums hat man den praktischen Vorteil,
dass das Licht von weit entfernten Galaxien sehr lange braucht, bis es bei uns
ankommt. Die ndchsten Galaxien sind schon ein paar Millionen Lichtjahre entfernt,
das heif3t, ihr Licht ist Millionen Jahre unterwegs, bis es bei uns ankommt. Nun sind
ein paar Millionen Jahre ein Klacks verglichen mit dem Alter des Universums von
13 Milliarden Jahren. Um wirklich irgendwas iiber langfristige Trends in der
Expansionsrate des Universums sagen zu konnen, muss man sich Galaxien ansehen,
die ein paar Milliarden Lichtjahre weg sind. Man misst, wie weit ihr Licht
rotverschoben ist, rechnet daraus die Geschwindigkeit aus, mit der sie sich von uns
wegbewegen, vergleicht mit Galaxien, die ndher liegen, und fertig.

Der Haken bei der Sache ist die Bestimmung der Entfernung, traditionell eines der
grofSten Probleme in der Astronomie. Dafiir steht ein ganzes Arsenal von Methoden
zur Verfiigung, die alle in einem bestimmten Entfernungsbereich funktionieren. Eine
dieser Methoden, die fiir weit entfernte Galaxien zum Einsatz kommt, beruht auf
Supernova mit der Typbezeichnung Ia, wobei es sich um explodierende WeilSe
Zwerge handelt. Wie es zu der Explosion kommt, soll uns hier nicht kiimmern,
wichtig ist nur die Tatsache, dass sie immer auf die gleiche Art ablauft. Durch die
Explosion wird der Weille Zwerg vollstdndig zerrissen und fiir kurze Zeit extrem
hell, etwa 5 Milliarden Mal heller als die Sonne. Objekte, die eine einigermalien
genau definierte Helligkeit haben, heillen bei Astronomen «Standardkerzen» und
erfreuen sich groRer Beliebtheit, eben weil man sie zur Entfernungsmessung
einsetzen kann.

Wenn so eine Supernova in einer weit entfernten Galaxie passiert, dann kommt sie
uns natiirlich nicht 5 Milliarden Mal so hell vor wie die Sonne — der Segen der
Entfernung. Die scheinbare Helligkeit von Objekten nimmt préazise mit dem Quadrat
ihrer Entfernung ab. Das ist der Grund, warum wir {iberhaupt Teleskope brauchen,
um etwas iiber Supernova zu erfahren. Wir nehmen also unsere Supernova und
messen, wie hell sie uns erscheint. Dann schlagen wir nach, wie hell sie in
Wirklichkeit ist, zum Beispiel im vorigen Absatz. Aus dem Verhdltnis von
scheinbarer und tatsdchlicher Helligkeit ergibt sich ohne Probleme die Entfernung.

Mit Rotverschiebung und Entfernung sind jetzt die beiden wesentlichen
Voraussetzungen zum Ausmessen der Expansionsrate des Universums bekannt. Und



so funktioniert es in der Praxis: Man nimmt ein Teleskop und macht Bilder von
einer bestimmten Himmelsgegend, und zwar nicht nur eins, sondern eine ganze Serie
iber viele Wochen, Monate, Jahre. Von Vorteil ist, wenn die Gegend moglichst viele
Galaxien enthélt und nicht mit lastigem Zeug in der ndheren Umgebung, zum
Beispiel Staubwolken in unserer eigenen Galaxie, vollgestellt ist. Man vergleicht das
Bild vom Himmel mit einer dlteren Aufnahme derselben Gegend. Findet man einen
Stern, der vorher nicht da war, kénnte es eine Supernova vom Typ Ia sein. Anlass
genug, genauer nachzusehen. Man findet heraus, ob es wirklich die gesuchte
Supernova ist, und leitet aus der Helligkeit die Entfernung ab. Weil wir die
Geschwindigkeit des Lichts kennen, folgt daraus, wie lange das Licht zu uns
gebraucht hat, das heil$t, wie alt die Supernova ist, die wir da sehen. Dann misst
man, wie weit das Licht rotverschoben ist, und bestimmt daraus, wie schnell sich die
Galaxie, in der sich die Supernova befindet, von uns wegbewegt. Es ist ein
langwieriges und aufwendiges Verfahren, das viele Jahre harte Arbeit verschlingt,
aber am Ende wissen wir, wie schnell sich das Universum zu einem bestimmten
Zeitpunkt in der Vergangenheit ausgedehnt hat.

Macht man das Ganze fiir eine grofSere Menge von Galaxien, stellt sich Folgendes
heraus: Bis zu Entfernungen von etwa einer Milliarde Lichtjahren ist die Expansion
schon gleichmalig, das heilt, sie wird weder langsamer noch schneller, wie bei
einem normalen Hefeteig zu erwarten. Aber bei grofSeren Entfernungen zeigt sich
etwas Seltsames: Die Expansion wird langsamer. Weil grole Entfernungen
gleichbedeutend mit einem Blick in die Vergangenheit sind, folgt daraus, dass die
Expansion in der Vergangenheit langsamer war als heute, oder mit anderen Worten:
Sie wird schneller, nicht etwa langsamer, wie man erwarten konnte, wenn die
Schwerkraft die Expansion allmdhlich abbremsen wiirde. Irgendeine mysteritse
Kraft treibt den Hefeteig auseinander — eine Art Antischwerkraft, die man Dunkle
Energie nennt, was endlich auch den am Anfang erwédhnten Zeit-Titel erklart.

Dieses Ergebnis ist so iiberraschend, dass man besser gleich nochmal genauer
hinschaut. Zum ersten Mal publiziert wurde es von zwei unabhdngigen und
iiberwiegend amerikanischen Teams in den Jahren 1998 und 1999. Die Daten sahen
zwar noch nicht sehr iiberzeugend aus, aber seitdem wurde das Ergebnis mehrfach
iberpriift, mit besseren Messungen und mehr Supernovas mit Entfernungen von bis
zu 8 Milliarden Lichtjahren. Das Ergebnis war immer dasselbe. Das Universum
expandiert wirklich immer schneller.

Mittlerweile konnen wir auch besser abschéatzen, wie viel von dieser Dunklen
Energie es im Weltall geben muss. Nehmen wir einmal die gesamte Materie im
Universum, und zwar sichtbare und dunkle. Diese Materie hat zusammengenommen
eine gewisse Gravitationsenergie, und zwar ziemlich viel. Dunkle Energie gibt es
jedoch dreimal so viel. Mit anderen Worten: Etwa 70 Prozent des Universums sind
Dunkle Energie, und weitere 25 Prozent sind Dunkle Materie. Die gew6hnliche
Materie mit Protonen, Kolibris und Schuhschrianken macht weniger als 5 Prozent aus



und ist in Wahrheit nicht gewohnlich, sondern dullerst exotisch.

Die angemessene Reaktion angesichts dieser Ungeheuerlichkeiten ist eine
Gedankenblase, in der «...» steht, gefolgt von einer mit «???», was ungefdhr den
Stand der Forschung charakterisiert. Wahrend die beobachtenden Astronomen noch
damit beschaftigt waren, die Dunkle Energie genau auszumessen, haben sich
Theoretiker damit befasst, mogliche Erkldarungen fiir das seltsame Zeug
vorzuschlagen. Alle Erklarungen sind héchst abstrakt und bizarr. Hier nur drei zur
Auswabhl, ohne Anspruch auf Vollstandigkeit.

Eine Moglichkeit wire, dass leerer Raum eine Art Energie mit sich herumtragt.
«Raum» heifSt hier nicht so etwas Konkretes wie « Wohnzimmer», sondern eher so
etwas wie die dreidimensionale Biihne, auf der sich die gesamte Physik abspielt.
Diese Energie tauchte zum ersten Mal in Albert Einsteins Gleichungen zur
Beschreibung des Universums auf, und zwar als groles Lambda — die
«kosmologische Konstante». Einstein selbst schaffte Lambda spater wieder ab, aber
er konnte ja nicht ahnen, was die Kollegen 70 Jahre nach ihm beim Herumspielen
mit Supernovd herausfinden wiirden. Man kann auch erkldren, woher diese Energie
kommt, und zwar (auf komplizierte Weise) mit Hilfe der Heisenberg’schen
Unschérferelation. Einziges Problem: Die Quantenphysik behauptet auch, dass diese
Art Energie 10'2%-mal (eine 1 mit 120 Nullen) groRer sein miisste als das, was man
als Dunkle Energie tatsdchlich misst. Experten scherzen, es handle sich um die
«schlechteste Vorhersage in der Geschichte der Physik».

Es konnte aber auch etwas anderes sein, zum Beispiel ein spezielles neuartiges
Energiefeld, das sich {iberall im Weltall befindet und das immerhin schon mal einen
Namen hat, es heiflit «Quintessenz». Felder sind nichts Ungewohnliches in der
Physik, die Anwesenheit einer elektrischen Ladung erzeugt zum Beispiel ein
elektrisches Feld. Das Feld selbst ist unsichtbar, aber bringt man eine zweite Ladung
hinein, dann wird sich ihr Verhalten nach dem vorhandenen Feld richten. Die
Quintessenz ware natiirlich kein elektrisches Feld, sondern irgendetwas anderes;
was, weils niemand so recht. Im Unterschied zur kosmologischen Konstante, die
iberall, wie der Name sagt, konstant sein miisste, darf die Quintessenz sich in Raum
und Zeit verdndern, was man eventuell beobachten kénnte.

Eine brandneue Theorie, die nicht nur Dunkle Energie, sondern auch die Dunkle
Materie erkldrt und damit zwei lastige Probleme auf einmal erledigt, handelt von
«Dark Fluid» (dunkler Fliissigkeit). Beides zu vereinen klingt schwierig, weil
Dunkle Energie, wie oben erklért, so etwas wie Anti-Schwerkraft ist, wahrend
Dunkle Materie genau wie normale Materie der normalen Schwerkraft unterliegt.
Dark Fluid wédre wieder ein Feld, das in der Theorie so eingerichtet ist, dass es
beides kann. Es treibt die Expansion des Universums an, ein Effekt, der nur {iber
Entfernungen von Milliarden von Lichtjahren wirksam ist. Betrachtet man
wesentlich kleinere Entfernungen, kann Dark Fluid zusammenklumpen und sich



dann verhalten wie normale Materie. Um nochmal den Hefeteig ins Spiel zu bringen:
Dark Fluid wére Hefe, die beim Zubereiten des Teigs nicht ordentlich verriihrt
worden ist. Zwar ldsst sie den Teig als Ganzes ordnungsgemal expandieren, aber an
einigen Stellen bleiben Klumpen zurtick.

Kosmologische Konstante, Quintessenz, Dark Fluid, alles schén und gut, aber was
passiert nun mit dem Weltall in der Zukunft? Nach aktuellem Wissensstand geht die
Expansion ewig weiter. Das Universum wird immer gréfer, was dazu fiihrt, dass es
immer kélter und dunkler wird. Galaxien werden sich mit immer gréfleren
Geschwindigkeiten von uns wegbewegen, bis ihr Licht irgendwann so weit ins Rote
verschoben ist, dass wir es nicht mehr sehen konnen, weder mit den Augen noch mit
anderen Gerétschaften. Sie verschwinden regelrecht. Abgesehen von den paar
Galaxien, die sich in direkter Nachbarschaft befinden und mit unserer MilchstralSe
durch die Schwerkraft zusammengehalten werden, wird das Universum uns leer
vorkommen. Zugegeben, bis dahin werden noch circa zweitausend Milliarden Jahre
vergehen. In dieser fernen Zukunft besteht keine Chance mehr, etwas iiber die
Expansion des Universums oder die Dunkle Energie zu erfahren, weil alles
Expandierende unsichtbar sein wird. Noch eine bizarre Eigenschaft der Dunklen
Energie: Das Universum ist offenbar so eingerichtet, dass man als Astronom die
Auswirkungen der Dunklen Energie nur fiir eine begrenzte Zeit sehen kann. Damit
kénnen wir uns sicher ein paar Milliarden Jahre lang vor unseren Nachkommen
wichtigmachen.



[zur Inhaltsiibersicht

Erdbebenvorhersage

Civilization exists by geological consent, subject to change without notice.
Will Durant

Zunéchst die gute Nachricht: Erdbeben sind nichts Geheimnisvolles, wir wissen
ziemlich gut, warum es sie gibt und wie sie entstehen. Wir wissen aulSerdem, dass
Erdbeben die Angewohnheit haben, alles Mogliche kaputt zu machen, ohne vorher
auf eine Art Bescheid zu sagen, die wir verstehen kénnten, zum Beispiel mit Hilfe
von Lautsprecherdurchsagen. Sie konnen Stddte zerstoren, Zigtausende Menschen in
kurzer Zeit umbringen, die Wasser-, Elektrizitdts- und Internetversorgung
unterbrechen, grofe Landstriche unter Wasser setzen, die Weltwirtschaft
durcheinanderbringen, Nachrichtensendungen fiir Wochen in Beschlag nehmen und
Wiederaufbauprogramme in Gang setzen, alles Dinge, die man sonst nur durch
komplexe militdrische Manéver hinbekommt ( - Krieg). Daher ist es verstandlich,
warum es ein gewisses Interesse daran gibt, die Zeit, den Ort und die Stdrke von
Erdbeben zuverlassig vorhersagen zu konnen. Leider sind solche Vorhersagen bis
heute nur ein schéner Traum.

Die Erde besteht vor allem aus dem fliissigen Erdkern und dem Erdmantel, der
teilweise fliissig und ansonsten zwar fest, aber plastisch verformbar ist. Fast alles in
der Erde hat eine Konsistenz, die irgendwo zwischen Gotterspeise, Knetmasse und
Ketchup liegt. Der einzige Teil, der wirklich fest ist und auf dem man einigermafen
herumlaufen kann, ist die diinne Erdkruste, die das wacklige Ding umhiillt. Diese
Kruste besteht aus groflen Platten, die wiederum aus kleineren Brocken bestehen und
so weiter, bis man nur noch einen Kieselstein in der Hand hédlt. Wenn sich das Zeug
unter der Erdkruste bewegt — also stdandig —, dann bewegen sich die ganzen Teile der
Erdkruste auch; sie schwimmen langsam auf ihrer wabbligen Unterlage herum, ein
Vorgang, der Plattentektonik heifft und im «Lexikon des Unwissens» ausfiihrlich
diskutiert wird. Verschiebt sich eine Platte, stehen ihr die anderen Platten im Weg
und konnen nicht ausweichen. Die Erdkruste wird zusammengepresst, deformiert
und verbogen, bis sie die Spannung nicht mehr aushélt und kaputtgeht. Erdbeben
entstehen, wenn Teile der Erdkruste zerbrechen.

Will man Erdbeben vorhersagen, sollte man erst mal kldren, was man mit
«Vorhersage» eigentlich meint. Zum einen kann man das Erdbebenrisiko fiir eine
bestimmte Region ermitteln. Solche Prognosen lassen sich handlich in Landkarten



darstellen, auf denen besonders erdbebengefdhrdete Gebiete zum Beispiel rot
aussehen. In diesen Gebieten baut man dann am besten keine Stauddmme oder
Atomkraftwerke ( - Radioaktivitdt). Unter Erdbebenvorhersage versteht man jedoch
meistens etwas anderes, namlich die 6ffentliche Ankiindigung, dass am nachsten
Dienstag die Erde beben wird, und zwar an einem festgelegten Ort, zum Beispiel in
Antofagasta, sodass man Gelegenheit hat, diesen Ort rechtzeitig zu verlassen oder
zumindest den Kochtopf vom Herd zu nehmen.

Der Unterschied zwischen beiden Arten der Vorhersage wird klarer, wenn man
zum Vergleich das Wetter betrachtet, ein anderes Naturphdnomen, bei dem wir gern
im Voraus wiissten, was passieren wird. Eine Prognose wére so etwas wie ein
Klimadiagramm, das einem sagt, welche Temperaturen man im Mittel im Juli in
Miinchen erwarten kann. Das ist zwar eine niitzliche Information, aber wie warm es
tatsdchlich an einem bestimmten Julitag in Miinchen sein wird, weill man immer
noch nicht. Dafiir braucht man einen Wetterbericht, was der Erdbebenvorhersage
entspricht. Wahrend Prognosen langfristige Trends wiedergeben (so etwas wie ein
«Klima» fiir Erdbeben), sagt einem die Vorhersage exakt, was in der nahen Zukunft
passieren wird. Wenn sie funktioniert.

In einer Angelegenheit sind sich Erdbebenexperten weitgehend einig: Die eine Art
Vorhersage, die Prognose, funktioniert ganz gut, die andere jedoch nicht. Prognosen
sind aber schon mal nicht schlecht. Im einfachsten Fall sieht man nach, wie viele
Erdbeben es in der Vergangenheit in einer Region gegeben hat; je mehr, desto groBer
ist die Gefahr in der Gegend. Die Prognosen werden besser, wenn man aulSerdem
nach zeitlichen und raumlichen Mustern in den Erdbeben der Vergangenheit sucht
und diese Muster interpretiert. Die meisten Beben ereignen sich in der Nahe der
Spalten zwischen den Erdplatten, zum Beispiel an der Westkiiste Amerikas, wo
mehrere Platten zusammenstoen. Nach einem starken Erdbeben treten Nachbeben
auf, deren mittlere Stdrke iiber viele Jahre einigermalSen geordnet abféllt. Aulerdem
sind die Erdbebenstdrken nicht zuféllig verteilt; fiir jedes starke Erdbeben gibt es
eine viel grollere Anzahl schwéchere. Diese ganzen Erkenntnisse werden in
komplizierte Modelle eingebaut, die am Ende eine Prognose ausspucken.

Abgesehen von diesen schonen empirischen Daten kann man sich Gedanken
dariiber machen, was die Erdbeben auslost. Erdbeben entstehen, wenn die
Spannungen in der Erdkruste zu grof8 werden. Nach einem starken Erdbeben sollte
daher erst mal Ruhe herrschen. Oder umgekehrt: War es in einer Region lange Zeit
ruhig, wird es dort in naher Zukunft rumpeln. Wenn die Spannungen in der Kruste
sich gleichmélig aufbauen und die Erdkruste iiberall gleich viel aushdlt, dann sollte
man starke Erdbeben in einer bestimmten Zone in einigermalien regelméalligen
Abstdnden erwarten.

Diese Idee von der «Erneuerung» der Spannungen in der Erdkruste ist weit
verbreitet und hat auch zu ein paar erfolgreichen Vorhersagen gefiihrt, ist aber nicht
unumstritten. Einige Experten behaupten sogar das genaue Gegenteil: Erdbeben



treten nicht schén getrennt voneinander auf, sondern versammeln sich wie
Schaulustige bei einem Verkehrsunfall. Daher ist nach einem groRen Beben die
Wahrscheinlichkeit fiir ein weiteres groles Beben hoher als vorher, genau
andersherum als bei der Erneuerungsvariante. Diese zwei Theorien mégen
gegensatzlich klingen, aber sie haben beide ihre Berechtigung, weil sich die
Erdkruste manchmal so, manchmal so verhalt. Ab und zu macht sie auch etwas
vollkommen anderes.

Ein gutes Beispiel fiir die Unzuverldssigkeit der Erde sind die Beben von
Parkfield, einem winzigen Dorf in Kalifornien mit knapp 20 Einwohnern. Bekannt
ist Parkfield, weil es direkt an der San-Andreas-Verwerfung sitzt, der Stelle, an der
die nordamerikanische und die pazifische Platte sich gegeneinander verschieben, die
eine will nach Siiden, die andere nach Norden. Parkfield ist die am besten
untersuchte Erdbebenzone der Welt und wurde zum Testfall fiir die
Erneuerungsszenarien. Seit 1857 gab es in der Region regelmédlSige Erdbeben der
Stéarke 6 in Abstdanden von etwa 22 Jahren. Nach dem Beben von 1966 hétte man das
ndchste eigentlich 1988 erwartet oder zumindest nur ein paar Jahre spdter. Ein
grollangelegtes Experiment wurde in Gang gesetzt. Ganze Armeen von Geologen
begaben sich mit ihren Messapparaten nach Parkfield, um das prognostizierte
Erdbeben zu untersuchen. Man wartete und wartete, man sammelte eine Menge
niitzlicher Daten, aber das Beben kam nicht. Beziehungsweise kam es erst 2004, also
15 Jahre zu spdt.

Fiir eine anstdndige Vorhersage reicht das alles nicht. Man will nicht jahrelang die
Ziige anhalten, die Autobahnen sperren und die Hochhduser raumen. Man muss
irgendetwas finden, das unzweifelhaft darauf hindeutet, dass es an einem
bestimmten Punkt auf der Erde gleich rumpeln wird, also in wenigen Stunden oder
Tagen oder Wochen — einen direkten Vorldufer des Erdbebens. Uber die Jahre sind
viele verschiedene Vorldufererscheinungen vorgeschlagen und untersucht worden,
unter anderem Lichterscheinungen, elektrische Strome im Boden, Radiosignale,
Verdnderungen in der Atmosphére, Warmestrahlung. Keine einzige ist bis heute
allgemein akzeptiert.

Eine praktische Sache waren kleinere Erdbeben vor dem grofen, richtigen Beben.
Solche Vorbeben treten zwar manchmal auf und sind nachtraglich gut dokumentiert,
aber leider gibt es sie nicht immer. Zudem lassen sich die schwachen Vorbeben nicht
von irgendwelchen anderen kleinen Beben unterscheiden, wie sie in
Erdbebenregionen hdufig vorkommen. Man kann wohl kaum bei jedem kleinen
Beben einen Alarm auslésen und die Leute aus ihren Hausern jagen.

Genaue Beobachtungen der Erde sind aber schon mal keine schlechte Idee. In
Japan hat man in den letzten Jahren ein Netzwerk aus Antennen gebaut, die wie
Strallenlaternen aussehen, aber anstelle einer Lampe ein GPS-Gerdt enthalten. Mit
Hilfe von GPS misst man die geographische Position der Antennen; man kann also



feststellen, ob sie sich relativ zueinander bewegen. Von 2000 bis 2007 gab es iiber
100 Erdbeben der Stdrke 6 oder mehr in Japan, und alle haben sich vorher iiber das
GPS-Netzwerk bemerkbar gemacht. Das einzige Problem: Der Zeitabstand zwischen
Warnung und Beben ist nicht immer der gleiche; manchmal schldgt das Beben sofort
zu, manchmal dauert es ein paar Monate. Auch fiir das verheerende Beben im Marz
2011 hat das GPS-System die Position der Schocks vorhergesagt, nur eben den
Zeitpunkt und die Stérke nicht.

Ein anderer méglicher Indikator fiir ein baldiges Erdbeben ist die Konzentration
von bestimmten Substanzen im Grundwasser oder in der Luft. Die Theorie dazu
besagt, dass ein beginnendes Erdbeben den Boden zusammenpresst und dabei
irgendwas entweicht, wie beim Auswringen eines nassen Schwamms. Ein
aussichtsreicher Kandidat fiir eine solche Substanz ist Radon. Nach einigen
hoffnungsvollen Meldungen in den 1970ern versandete das Interesse an Radon
allerdings in den folgenden Jahrzehnten, bis es im Jahr 2009 eine Wiederbelebung
erfuhr, und zwar in Italien.

Der Labortechniker Giampaolo Giuliani arbeitete in seiner Freizeit mit
selbstgebauten Instrumenten an Radonmessungen, weil man ihm die finanzielle
Unterstiitzung verweigert hatte. Nachdem er einen Anstieg von Radon in der Luft
festgestellt hatte, warnte er am 27. Marz 2009 den Biirgermeister von L’ Aquila, der
Hauptstadt der Provinz. Am ndchsten Tag gab es tatsdchlich ein Erdbeben in
L’Aquila, aber es war klein und harmlos. Als Nachstes alarmierte Giuliani die Stadt
Sulmona, 50 Kilometer westlich von L’ Aquila. Die Bevolkerung geriet in Panik, und
Giuliani wurden weitere 6ffentliche Statements verboten. Nennenswerte Erdbeben
gab es in Sulmona keine. Am 5. April war Giuliani offenbar wiederum davon
iberzeugt, dass ein starkes Beben in L.’ Aquila bevorstand, aber er durfte nichts
sagen. Tatsdchlich gab es am 6. April ein Beben der Stdrke 6,3 in L’ Aquila, das die
Stadt in einen Triimmerhaufen verwandelte. Etwa 300 Menschen starben, 80 000
verloren ihre Wohnung.

Der Vorgang ist misslich, aber lehrreich. Ware man Giulianis Warnung gefolgt,
dann héitte man Sulmona evakuieren miissen. Die meisten Bewohner waren
vermutlich in die grofite Stadt der Gegend gebracht worden, nach L’ Aquila, wo ein
paar Tage spater das richtige Beben zuschlug; auch kein optimales Szenario. Die
Vorhersage war zu unbestimmt, um hilfreich zu sein.

Einfach nur ein Erdbeben vorherzusagen, reicht eben nicht aus. Eine ordentliche
Vorhersage sollte Zeit, Ort und Stédrke liefern und aullerdem Informationen dariiber,
wie grol§ die Unsicherheit in diesen Angaben ist. Zudem muss man ausschliel8en,
dass es sich um einen Gliickstreffer handelt. In der Sprache der Statistik heif3t das,
man muss die «Nullhypothese» festlegen, die Wahrscheinlichkeit fiir das zufallige
Auftreten eines Erdbebens. Diese Nullhypothese sollte beriicksichtigen, was man
alles schon liber Erdbeben in der fraglichen Gegend weil$, wie oft sie auftreten, an
welchen Stellen und so weiter. In einer Region, wo es sowieso alle drei Tage bebt,



kann man leicht irgendwas behaupten. Eine gute Vorhersagemethode sollte
Ergebnisse liefern, die besser sind als die Nullhypothese, am besten nicht nur
einmal. Solche Methoden lassen sich nicht einfach so tibers Wochenende erfinden,
schon weil sich die groRen Erdbeben, fiir die eine Vorhersage wiinschenswert ware,
nicht so oft ereignen. Erdbebenvorhersage ist eine miihselige, langwierige
Angelegenheit.

Das L’ Aquila-Beben wurde iibrigens noch von anderen Experten vorhergesehen —
von italienischen Kréten. Drei Tage vor dem Beben verliel$ eine Krotenkolonie ihren
angestammten Wohnort 74 Kilometer entfernt vom Epizentrum und kehrte erst
zuriick, als alles vorbei war. Woher die Kréten das gewusst haben, ist unklar. Die
Idee, dass bestimmte Tiere Erdbeben im Voraus «fiihlen» kénnen, ist ein paar
tausend Jahre alt, unter anderem sollen Ratten, Schlangen, Tausendfiiller, Katzen,
Welse, Hunde und Spinnen Erdbeben vorausahnen. Vermutlich steckt in diesen
Geschichten ein Korn Wahrheit. Systematische Untersuchungen, die uns sagen
konnten, welches Korn das ist, sind jedoch Mangelware.

Warum ist Erdbebenvorhersage so schwierig, offenbar deutlich schwieriger als die
notorisch unzuverldssige Wettervorhersage? Zum einen sollte man bedenken, dass
Wetter sichtbar ist, zumindest fiir Radar oder Satelliten, die Vorgdnge in der
Erdkruste aber nicht. Wir reden iiber Prozesse, die viele Kilometer unter der
Erdoberflache stattfinden; man kann nicht einfach ein Bild davon machen. Zum
anderen sind die Platten der Erdkruste nicht {iberall gleich dick und gleich stabil.
Schlimmer noch, die Eigenschaften der Kruste an einer bestimmten Stelle kénnen
sich im Laufe der Zeit verdndern, je nachdem, was darunter im Erdinnern ablauft.
Die Liicken zwischen den Platten bilden ein kompliziertes unterirdisches Netzwerk.
Manchmal tauchen vorausgesagte Erdbeben nicht an der Stelle auf, wo man sie
erwartet, sondern woanders, weil die Spannungen in der Erdkruste sich iiber dieses
Netzwerk an eine andere Stelle verschoben haben. Ein Erdbeben wiederum verdndert
die Eigenschaften der Erdkruste in der jeweiligen Region, was Konsequenzen fiir
alle moglichen zukiinftigen Beben in der Gegend hat.

Trotz dieser Schwierigkeiten sind die meisten Experten der Meinung, dass es
irgendwann schon funktionieren wird. Aber nicht alle: Manche halten die prézise
Vorhersage von Erdbeben fiir prinzipiell unméglich. «Es gibt keinen guten Grund, zu
glauben, dass Erdbeben iiberhaupt vorhersagbar sind», konstatierte der
amerikanische Seismologe Robert J. Geller im Jahr 1999. Und zum Zustand seiner
Branche: «Erdbebenvorhersage ist anscheinend die Alchemie unserer Zeit.»

Was er damit meint: Einerseits ist das Unterfangen unglaublich schwierig,
andererseits kann man, wenn man Erfolg hat, reich und beriihmt werden. Kombiniert
man beide Features, erhdlt man ein wissenschaftliches Problem, das Forscher
anzieht wie Honig die Fliegen, und zwar nicht nur die etablierten akademischen
Experten, sondern aullerdem eine eklektische Mischung aus verkannten Genies,



Einzelkdmpfern, Gralssuchern bis hin zu verschiedenen Spezies von Scharlatanen.
Aber Alchemie war nicht nutzlos; man lernte dabei eine Menge iiber chemische
Reaktionen, und die Grundidee — die Verwandlung von einem Element in ein anderes
— war nicht dumm. Es hat nur ein paar tausend Jahre gedauert, bis man
Kernreaktoren bauen konnte, in denen genau diese Umwandlung stattfindet. Was
sind schon ein paar tausend Jahre, wenn man auf einer Erdspalte wohnt.
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Ernahrung

«Nimm Rapsdl statt Olivendl. Ist gesiinder.»

«So ein Quatsch. Das dndert sich doch alle 2 Jahre.»
«Ja, aber jetzt ist Rapsol gesiinder.»

twitter.com/xbg

«Eine Portion deckt den Tagesbedarf eines Erwachsenen an Unentbehrium und
Sponsoratrol», so dhnlich ist es auf vielen Lebensmitteln zu lesen. Das ist zundchst
einmal beruhigend. Menschen mit Hochschulabschliissen haben also
herausgefunden, wie viel Unentbehrium und Sponsoratrol der Kérper jeden Tag
bendtigt und genau diese Dosis in einer Portion Friihstiicksflocken untergebracht.
Aber wie berechnet man eigentlich so einen Tagesbedarf?

Die Empfehlungen fiir die tagliche Aufnahme der wichtigsten Nahrstoffe wurden
im frithen 20. Jahrhundert urspriinglich im militdrischen Kontext entwickelt. Wenn
sich ein einzelner Mensch falsch ernéhrt, ist das sein Privatproblem. Hat man aber
eine grolSe Menge Menschen zu erndhren, also etwa Soldaten, Fliichtlinge oder die
Bewohner eines Staats, in dem Lebensmittelrationierung herrscht, dann ist es
niitzlich zu wissen, welche Néahrstoffe diese Menschen brauchen.

Das herauszufinden, ist aber keine triviale Aufgabe. Der einzige Mensch, dessen
Nahrstoffbedarf relativ genau bekannt ist, ist ein Sdugling, der von einer gesunden
Mutter gestillt wird. Da die Natur in solchen Dingen iiblicherweise weil$, was sie tut,
kann man davon ausgehen, dass die Muttermilch nicht mehr und nicht weniger als
die fiir den Saugling erforderlichen Nahrstoffe enthdlt. Sobald der Mensch aber
anfangt, an Bananen, Brezelstiicken und Tischbeinen zu kauen, wird es kompliziert.

So beruht die Empfehlung, tdglich mindestens 130 Gramm Kohlenhydrate zu
verzehren, auf dem errechenbaren Energiebedarf des Gehirns und der Annahme, dass
das Gehirn diesen Energiebedarf am liebsten aus Starke oder Zucker deckt. Das
Gehirn kommt aber auch ohne diese beiden gut zurecht. Unter anderem gehorte es in
arktischen Gegenden lange Zeit zum guten Ton, sich ausschlielSlich von Fleisch und
Fisch zu erndhren. Manche Bediirfnisse des Korpers lassen sich — je nachdem, was
gerade zur Verfiigung steht — wahlweise aus Kohlenhydraten, Fett oder Proteinen
decken. Die tdglich zu verzehrenden Mengen dieser Substanzen kann man daher auf
viele verschiedene Arten errechnen und begriinden; wechselnde Empfehlungsmoden
sind die Folge.



Die aktuell verbreitete Empfehlung, taglich fiinf Portionen Obst und Gemiise zu
verzehren, geht auf verschiedene Uberlegungen zuriick. In den 1990er Jahren galt als
gesichert, dass Obst- und Gemiiseverzehr das Krebsrisiko senken, allerdings ist
dieser Effekt neueren Studien zufolge bestenfalls winzig. Stattdessen beruft man
sich jetzt auf die Ergebnisse epidemiologischer Studien (dazu spéter mehr), in denen
ein hoherer Obst- und Gemiiseverzehr mit einem niedrigeren Risiko fiir einige
chronische Erkrankungen einhergeht. Falls Obst und Gemidise tatsachlich die Ursache
dieses Effekts sind und nicht nur aus anderen Griinden gleichzeitig mit ihm auftreten
— beispielsweise, weil Obst- und Gemiiseesser generell mehr auf ihre Gesundheit
achten —, ist noch ungeklart, wie der gesundheitliche Nutzen im Einzelnen zustande
kommt. Deshalb lautet die Empfehlung auch nicht «500 Gramm Erbsen und eine
Orange pro Tag», sondern ist sehr allgemein formuliert. Eine dritte Erwdgung ist
vermutlich die, dass in einen Magen, in dem fiinf Portionen Obst und Gemiise
verstaut sind, weniger Sahnetorte hineinpasst. Und im Unterschied zur Sahnetorte ist
bei Obst und Gemiise halbwegs unumstritten, dass ihr Verzehr zumindest keinen
Schaden anrichtet.

Bei Vitaminen und Spurenelementen féllt es Experten etwas leichter als bei den
Grolibausteinen der Erndhrung, sich auf Unter- und Obergrenzen zu einigen. Fiir
manche Substanzen ist die Lage relativ klar, weil ihr Fehlen nach einigen Monaten
uniibersehbare Mangelerscheinungen hervorruft, etwa Vitamin C, oder weil ihre
Uberdosierung zu Vergiftungserscheinungen fiihrt wie beim Vitamin A. Allerdings
ist auch dann meist nur das eine Ende der Empfehlungsskala einigermalien gut
bestimmbar; iiber einen sinnvollen Hochstwert bei der Vitamin-C-Zufuhr
beispielsweise herrscht seit vielen Jahrzehnten Streit. Und die meisten Vitamine und
Spurenelemente tun der Forschung nicht einmal diesen Gefallen. Fiir einen groen
Teil der auf Lebensmittelpackungen erwdhnten Substanzen ist keine klare Dosis-
Wirkungs-Beziehung bekannt, bei Uber- oder Unterdosierung treten keine
eindeutigen Krankheitserscheinungen auf, und {iber altersspezifische oder
individuelle Abweichungen in Bedarf, Konsum und Verwertung dieser Stoffe weils
man nicht viel.

Unterschiedliche Experten, die das gleiche Datenmaterial betrachten, gelangen
auch zu recht unterschiedlichen Empfehlungen: Die Obergrenze fiir die Vitamin-B6-
Aufnahme in den USA etwa beruht auf einer Studie an Menschen, bei der 200
Milligramm pro Tag keine schddliche Wirkung hatten. Geteilt durch einen
Unsicherheitsfaktor von 2 kommt eine Obergrenze von 100 Milligramm pro Tag
heraus. (Ein Unsicherheitsfaktor ist genau das, wonach es klingt. Er tragt der
Tatsache Rechnung, dass man eben nicht alle Daten hat, die man brduchte.) Die
britische Empfehlung geht auf eine Studie an Hunden zuriick, enthélt einen
Unsicherheitsfaktor von 300 und kommt am Ende auf 10 Milligramm pro Tag. Die
EU-Empfehlung wiederum beruft sich auf eine Studie an Menschen, verwendet
einen Unsicherheitsfaktor von 4 und empfiehlt den Verzehr von maximal 25



Milligramm pro Tag.

Irgendwelche Zahlen miissen die zustindigen Expertenkomitees aus dem Armel
schiitteln, denn es gibt so viele Stellen, die auf diese Angaben warten: Didten wollen
geplant werden, Lebensmittel angereichert, Packungen bedruckt und Schulklassen
tiber Erndhrung belehrt. Hinter den Kulissen drdangeln und schubsen die Angehérigen
verschiedener Lobbys. Wer seinen Lebensunterhalt in der Landwirtschaft oder
Lebensmittelherstellung verdient, der sieht es nicht gern, wenn staatliche Stellen
vom Verzehr ganzer Produktgruppen abraten. Vitaminpillen, Erndhrungszusatze und
Lebensmittel, die der Gesundheit guttun sollen, sind ein Milliardenmarkt, ebenso
wie Zeitschriften, Artikel und Biicher iiber richtige Erndhrung. Und schlieflich
wollen sowohl die Biirger als auch die Mitarbeiter des 6ffentlichen
Gesundheitswesens sehr gern etwas fiir die Gesundheit tun und nicht tatenlos
stillhalten. Daher neigen beide Gruppen dazu, auch auf der Basis unzureichender
Daten erst mal zu handeln und dann weiterzusehen.

Die Vermutung liegt ja auch nahe, dass es auf die Details nicht so genau ankommt
und das, was sich gesund anhért, schon gesund sein wird. SchlielSlich geht es bei
Vitaminen und Spurenelementen oft nur um exotisch winzige Mengenangaben mit
griechischen Buchstaben vornedran. Mehr von diesen sympathischen Substanzen
hilft sicher auch mehr oder schadet zumindest nicht, so konnte man annehmen.
Dabei ist es der Gesundheit nicht automatisch férderlich, jeden Tag einen Teller
Vitaminergdnzungen auszul6ffeln. In den 1990er Jahren galt Beta-Carotin als
harmloses natiirliches Krebsvorbeugungsmittel insbesondere bei Rauchern, was sich
Mitte der 1990er als Irrtum herausstellte. In Studien mit Patienten, die entweder
Beta-Carotin oder Placebos bekommen hatten, lag die Sterblichkeit in der Beta-
Carotin-Gruppe nicht etwa niedriger, sondern héher als in der Placebogruppe. Heute
geht man davon aus, dass Beta-Carotin gerade bei Rauchern das Lungenkrebsrisiko
erhoht, und das Bundesinstitut fiir Risikobewertung empfiehlt, auf die Anreicherung
von Lebensmitteln mit Beta-Carotin ganz zu verzichten.

Es wire also durchaus hilfreich, wenn man eindeutige Unter- und Obergrenzen fiir
die Aufnahme der wichtigsten Nahrungsmittelbestandteile bestimmen kénnte. Aber
Erndhrungsforscher haben einen schwierigen Beruf, und das hat nur nebenbei damit
zu tun, dass so viele unterschiedliche Gruppen sich bestimmte und héaufig
unvereinbare Forschungsergebnisse wiinschen.

Alles, was wir uns in den Mund stecken, ob Nahrung, Pillen oder Krautertees,
beeinflusst sich gegenseitig in Aufnahme, Verwendung und Ausscheidung.
Unterschiedliche Menschen werten die Nahrung unterschiedlich aus, eine einzelne
Substanz kann mehr als eine Wirkung haben, und synthetisch hergestellte Stoffe
wirken nicht immer exakt so wie ihre in Naturprodukten enthaltenen Varianten. Bei
den chronischen Krankheiten, deren Vermeidung zu den VerheilSungen vieler
Erndhrungsempfehlungen gehort, kommen noch Faktoren wie Gene, Alter, Umwelt



und Lebensgewohnheiten hinzu. Von vielen dieser Krankheiten nimmt man
mittlerweile an, dass sie multiple Ursachen haben. Nicht jeder, bei dem die Ursachen
vorliegen, entwickelt auch die dazugehorige Krankheit, und umgekehrt bleibt nicht
jeder, bei dem die Ursachen fehlen, von der Krankheit verschont. Fiir die Praxis
bedeutet das, dass es relativ leicht ist, Mangelerscheinungen an bestimmten Stoffen
zu beheben, aber aullerordentlich schwierig, herauszufinden, wie man das Risiko
chronischer Erkrankungen durch Erndhrungsratschldge senken soll.

Die Daten, die man dazu brdauchte, sind aufwendig zu erheben, denn es geniigt
nicht, zu verfolgen, wie viel Vitamin X der Mensch mit seiner taglichen Nahrung
aufnimmt. Vielleicht gibt es keine lineare Beziehung zwischen Aufnahme und
Fiillstand, weil der Koérper die Nahrung je nach Mangelzustand griindlicher oder
weniger griindlich verwertet. Genau genommen miisste man daher regelmaRig Blut
abnehmen und nachzdhlen, was so alles im Kérper herumschwimmt. Und selbst dann
hat man noch nicht herausgefunden, was Forscher und Verbraucher gerne wiissten:
Welcher Vitamin-X-Spiegel fiihrt am ehesten zu Gesundheit und Langlebigkeit?

Ist es der, der sich von allein bei Menschen einstellt, die alle
Erndhrungsempfehlungen ihres zustdndigen Ministeriums befolgen? Vom Vitamin D
heilst es, in den Wintermonaten seien alle Bewohner von Landern oberhalb von
Norditalien oder spatestens ab der Hohe des Ruhrgebiets unterversorgt, weil das
Vitamin grofStenteils durch UV-B-Licht in der Haut gebildet wird. Soll man also
durch zusétzliche Gaben den Vitamin-D-Spiegel zu erzielen versuchen, der in
siidlicheren Landern iiblich ist? Und wer weil}, vielleicht wiren auch die Menschen
im Siiden noch gestinder, wenn sie mehr Vitamin D zu sich ndhmen? Vielleicht
macht die Natur ja entweder gar nicht alles richtig, oder aber ihre
Regulationsmechanismen versagen bei Bewohnern der Industrieldnder — diese
Uberlegung liegt vielen Erndhrungsrichtungen zugrunde, die zur Einnahme von
Nahrungsmittelergdnzungen in hoher Dosis raten.

Um das herauszufinden, was Forscher und Endkonsumenten am meisten
interessiert, ndmlich ob eine bestimmte Verhaltensweise, Erndhrungsweise oder
Therapie das Leben verkiirzt oder verldngert, muss man streng genommen abwarten,
bis entweder der Patient oder sehr viele andere Personen gestorben sind, die dem
Patienten moéglichst in jeder Hinsicht gleichen. Das ist unpraktisch, und deshalb
messen Forscher anstelle von Gesundheit oder Langlebigkeit hdufig sogenannte
Biomarker. Ein Biomarker fiir die Existenz von Spechten ist die Existenz von
— Lochern in Baumen. Spechte sind schwer zu beobachten, Locher in Baumen
dagegen relativ einfach. Aber Biomarker bringen gewisse Nachteile mit sich: Lécher
in Baumen konnen auch andere Ursachen haben, vielleicht ist der verursachende
Specht bereits tot oder davongeflogen, und leicht verliert man iiber dieser ganzen
Beschaftigung mit Lochern das Thema Spechte aus den Augen.

Das passiert auch in der Erndhrungsforschung immer wieder. Seit den 1960er
Jahren wird die Einnahme von Medikamenten, die den Cholesterinspiegel senken,



zur Vorbeugung von Herzinfarkten empfohlen. Man kann den Cholesterinspiegel
zuverldssig messen, und die Medikamente senken ihn nachweislich. Ob das aber
tatsdchlich zu einem ldngeren und gesiinderen Leben fiihrt, ist umstritten. Auch im
Zusammenhang mit — Ubergewicht ist noch nicht ausdiskutiert, ob das
Korpergewicht tiberhaupt das ist, was man beobachten sollte (also der Specht), und
nicht nur ein leicht messbares Symptom (das Loch im Baum).

In einer — aulSer unter Datenschutzgesichtspunkten — idealen Welt wiissten
Erndhrungsforscher von jedem einzelnen Menschen, was er wann und in welcher
Menge isst und wie jedes Detail seiner Lebensumstdnde aussieht. Zwar sind mit
etwas Miihe zukiinftige Welten vorstellbar, in denen das technisch machbar und
allgemein akzeptiert ist, aber gegenwartig miissen Forscher sich damit begniigen,
einen kleinen Teil des Verhaltens eines kleinen Teils der Bevolkerung zu
untersuchen.

Dazu gibt es im Wesentlichen zwei Verfahren: epidemiologische Studien und
randomisierte, kontrollierte Studien. Viele der Erndhrungsratschldge, die taglich in
der Presse auftauchen, gehen auf epidemiologische Studien zuriick. Grob verkiirzt
ausgedriickt, sind das Studien, bei denen man eine moglichst grole Anzahl von
Menschen in ihren Lebens- und Erndhrungsgewohnheiten beobachtet, ohne in ihr
Verhalten einzugreifen. Man kann auf diese Art Dinge herausfinden wie (Achtung,
frei erfundenes Beispiel): Menschen, die durchschnittlich zw6lf Salatgurken pro Tag
verzehren, leben etwas langer als Menschen, die nur drei Salatgurken essen. Der
Nachteil daran: Obwohl es tags darauf in der Zeitung heillen wird «Salatgurken
verldngern das Leben!», kann man diesen Kausalzusammenhang der Studie gar nicht
entnehmen. Die Salatgurkenverzehrer konnten andere, unerkannte Gemeinsamkeiten
haben, die fiir das langere Leben verantwortlich sind. Vielleicht gibt es Gene, die
sowohl Gurkenbegeisterung als auch Lebensverldangerung hervorrufen. In diesem
Fall wiirde es nichts niitzen, der gesamten Bevolkerung zwolf Salatgurken pro Tag
zu verordnen. Epidemiologische Studien produzieren nur Hypothesen. Wer eine so
erzeugte Hypothese belegen will, braucht eine randomisierte, kontrollierte Studie,
also ein Experiment, bei dem man eine moglichst grole Anzahl von
Versuchspersonen nach dem Zufallsprinzip in zwei Gruppen einteilt
(«randomisiert»), dann den Teilnehmern der einen Gruppe zwolf Salatgurken pro
Tag verabreicht und der Kontrollgruppe keine einzige.

Im Idealfall wissen dabei weder die Versuchspersonen noch diejenigen, die den
Versuch durchfiihren, und die Auswerter der Ergebnisse, wer zu welcher Gruppe
gehort, es handelt sich dann um eine «dreifachblinde» Studie. Das macht ein ohnehin
aufwendiges Verfahren noch etwas aufwendiger, aber es ist ein gut belegtes
Phdnomen, dass der Mensch, auch wenn er Wissenschaftler ist, starken Einfliissen
des Wunschdenkens unterliegt und die Ergebnisse unverblindeter Studien teils
bewusst, teils unbewusst so manipuliert, dass sie zu seinen Erwartungen passen.



Randomisierte, kontrollierte Blindstudien gelten als das beste Studiendesign zum
Belegen von Kausalzusammenhédngen, sind aber aullerordentlich teuer und
langwierig. Epidemiologische Studien hingegen hatten im Kontext der
Erndhrungswissenschaft in letzter Zeit eine eher schlechte Presse. In den wenigen
Féllen, in denen ihre Aussagen in randomisierten Studien tiberpriift wurden, fielen
die Ergebnisse erniichternd aus: Antioxidantien wirken nicht vorbeugend gegen
geistigen Abbau, Ballaststoffe schiitzen nicht vor Darmkrebs, und fettarme
Erndhrung reduziert nicht das Risiko von Herz-Kreislauf-Erkrankungen. Auch bei
randomisierten, kontrollierten Studien gibt es noch geniigend Fehlerquellen, zum
Beispiel entspricht die untersuchte Gruppe meistens nicht der typischen
Bevolkerung, sondern ist gesiinder, gesundheitsbewusster und neigt — anders als
normale Menschen — zum Befolgen von Arztratschldgen. Selbst mit dem besten
Studiendesign kann man nicht alle Probleme der Erndhrungsforschung 16sen, weil
Ethikkommissionen keine Menschenversuche zur Klarung der Frage genehmigen, ab
welcher Dosis eine Substanz definitiv giftig wirkt. Tierversuche wiederum liefern
nur Anhaltspunkte, deren Ubertragbarkeit auf den Menschen sich in Grenzen hilt;
zum Beispiel stellen viele Tiere im Unterschied zum Menschen ihr eigenes Vitamin
C her.

«Die Erndhrungswissenschaften sind in einer bemitleidenswerten Lage», so
zitierte die Siiddeutsche Zeitung 2008 Gerd Antes, einen Spezialisten fiir
evidenzbasierte Medizin. «Studien in diesem Bereich sind von vielen unbekannten
oder kaum messbaren Einfliissen abhdngig. Deswegen gibt es immer wieder vollig
widerspriichliche Ergebnisse in der Erndhrungsforschung.» Ahnlich zuriickhaltend
dullerte sich im selben Jahr Michael Pollan, der Autor von «In Defense of Food», in
einem Radiointerview: «Die Erndhrungswissenschaften sind heute auf dem Stand der
Chirurgie von etwa 1650, ausgesprochen interessant und vielversprechend. Aber will
man sich von diesen Leuten schon operieren lassen? Ich glaube nicht.» Angesichts
dieser unbefriedigenden Lage ziehen sich empfehlungsproduzierende Personen und
Institutionen gern auf den Standpunkt zuriick, es sei auf jeden Fall gut, sich
«ausgewogen» zu erndhren. Eine Losung ist das allerdings auch nicht, denn dazu
miisste man erst einmal wissen, welche Nahrungsbestandteile welches Gewicht auf
die metaphorische Waage bringen. Wer sich fiir ausgewogene Erndahrung ausspricht,
meint damit eher selten, dass ausreichend runde, aber auch eckige Lebensmittel
verzehrt werden sollen. Vermutlich haben die meisten Ratgeber dabei eine
Erndhrung im Sinn, die sich wenigstens ungefdhr an den gerade giiltigen
Erndhrungspyramiden und offiziellen Empfehlungen orientiert. Beides ist aber eben
jenen wechselnden Moden unterworfen, die der Ausgewogenheitsbefiirworter gerade
vermeiden mochte. Der Ratschlag, sich ausgewogen zu erndhren, ist damit ungefahr
so hilfreich wie die Empfehlung von Karl Kraus: «Im Zweifelsfall tue man das
Richtige.»



[zur Inhaltsiibersicht

Funktionelle Magnetresonanztomographie

Leela (laying on a table): Is this some kind of brain scanner, Professor?
Professor Hubert Farnsworth: Of a sort. In France they call it a guillotine.
Futurama

In der Psychologie nennt man die Annahme, dass in den Kopfen der anderen was
drin ist — Gedanken, Motivationen, Kenntnisse —, Theory of Mind: die Theorie, dass
andere Lebewesen einen Geist spazieren tragen. Diese Annahme entwickelt sich im
Alter von spétestens drei bis vier Jahren, und von da an ist es gesunden Menschen
unmoglich, von Fragen wie «Warum macht er das?», «Was hat sie sich denn dabei
gedacht?» und «Spinnt der eigentlich?» wieder abzulassen.

Jahrtausendelang gab es einen flieRenden Ubergang zwischen bloRer Spekulation
iber den Irrsinn der anderen, abgeleitet aus ihrem abwegigen Verhalten, und dem
Eindruck, direkten Zugang zum Geistesinhalt anderer Kopfe zu haben, also
telepathisch zum Beispiel mit den Tralfamadorianern im Kontakt zu stehen. Dieses
Kontinuum empfundener Gedankenleserei darf aber nicht dariiber hinwegtduschen,
dass mit ziemlicher Sicherheit die ganze Menschheitsgeschichte hindurch die
galoppierende Phantasie bei der Interpretation des sichtbaren Verhaltens der anderen
fiir Telepathie und Gedankenleserei gehalten wurde, tatsdchlich aber nichts
dergleichen stattfand.

Vor wenigen Jahren wurde das Gedankenlesen von den galoppierenden Beinen
endlich wieder auf den Kopf gestellt, in dem das Denken ja schlief8lich auch
stattfindet. Und zwar ohne telepathische — Aulerirdische, die man ja auch erst mal
finden miisste, sondern unter Einsatz von Atomkernen. Dass das Lesen von
Gedanken mittels Atomkernen exakt genau so beeindruckend ist, wie es auch klingt,
kann man auch daran sehen, dass es fiir die Entwicklung der Technik bislang
insgesamt sieben Nobelpreise gab, mit ein paar Extrapreisen fiir nicht unmittelbar
relevante, aber technologisch notwendige, eher unbedeutende Entdeckungen wie
zum Beispiel die der Supraleitung.

Die Methode, die sich in Deutschland fMRT abkiirzt, was fiir funktionelle
Magnetresonanztomographie steht, basiert auf einer 1938 entdeckten kuriosen
Eigenschaft der Atome: Wenn man sie in ein Magnetfeld steckt, reagieren sie auf
Beschuss mit elektromagnetischen Wellen einer bestimmten Frequenz wie jedes
andere vernunftbegabte Geschopf und schielen zuriick. Na gut, so betrachtet



vielleicht doch eine gar nicht so kuriose Eigenschaft. Aus der Frequenz, bei der die
Atome derart gereizt reagieren, ldsst sich nicht nur rekonstruieren, um welche
Atome es sich handelt, sondern auch, wie viele es sind und mit welchen anderen
Atomen sie sich so rumtreiben, also zum Beispiel, was sie fiir chemische
Verbindungen eingehen.

Nehmen wir mal ein Wasserstoffatom, das im Hamoglobin-Molekiil steckt, also
in dem Eiweillmolekiil, an das bei fast allen Wirbeltieren der Blutsauerstoff
gebunden ist. Es fallt auch gar nicht weiter auf, wenn wir uns eins nehmen, in jedem
Milliliter Blut gibt es davon ungefihr 1023, oder um es molekularwissenschaftlich
auszudriicken: wahnsinnig viele. Dieses Wasserstoffatom reagiert auf
Mikrowellenbeschuss unterschiedlich, je nachdem, ob das Himoglobin Sauerstoff
geladen hat — dann heift das Gesamtmolekiil Oxyhdmoglobin — oder nicht — dann
heillit es Deoxyhdmoglobin. Dieser Unterschied liegt dem 1990 von Seiji Ogawa
erstmals beschriebenen BOLD-Signal zugrunde, das all die schénen Bilder von
Klecksen auf Gehirnen moéglich macht und damit die ganze moderne
Gedankenleserei. BOLD steht dabei iibrigens nicht fiir «mutig», obwohl die
schlechten Wortspiele, die mit der Abkiirzung in der Literatur oft gemacht werden,
tatsdchlich ziemlich mutig sind, sondern fiir Blood Oxygen Level Dependent, zu
Deutsch also «blutsauerstoffkonzentrationsabhdngig» oder BSKA. Diese deutsche
Abkiirzung ist nur schwer auszusprechen, ein Gliick also, dass es sie gar nicht gibt.

Was hat aber Sauerstoff eigentlich mit dem Denken zu tun?, fragt man sich jetzt,
und die Antwort ist, dass man fiir alles, sogar zum Formulieren dieser Frage,
Neuronen benutzt. Diese Neuronen haben gefeuert, also anderen Neuronen einen
elektrischen Handedruck verpasst. Fiir diesen Elektrik-Trick braucht so ein Neuron
Energie, und die gewinnt es aus einer chemischen Reaktion namens Glykolyse.
Diese Reaktion wiederum verbraucht, man ahnt es, Sauerstoff, und der wird vom
Blut angeliefert. Der Gedanke, der der fMRT und dem BOLD-Signal zugrunde liegt,
ist dieser: Wenn eine Gehirnregion aktiv ist, dann verbrennt sie Sauerstoff. Mit
einem Signal, das die Sauerstoffkonzentration im Blut anzeigt, ldsst sich also
Gehirnaktivitdt messen und darstellen. Und kénnte man dieses Signal obendrein
raumlich aufldsen, bekdame man Karten der Gehirnregionen, in denen Aktivitat
herrscht. Man kann dann rote Kleckse auf Gehirnscheiben malen, und die roten
Kleckse stehen fiir Gedanken.

Das klingt handfest und auf jeden Fall schon mal besser als die Vorgdngermodelle
Handauflegen und Kristallkugel; aber bei ndherem Hinsehen wabern doch noch ein
paar Nebelschwaden durch die kristalline Klarheit. Womaoglich sogar eine ganze
Nebelbank.

Die erste Vernebelung basiert darauf, dass es nicht nur eine Sorte von Neuronen
gibt, sondern mindestens zwei. In Wahrheit sind es natiirlich noch viel mehr, aber im
Moment geht es um den Unterschied zwischen inhibitorischen und exzitatorischen



Neuronen. Das ist Medizinerlatein dafiir, dass bei weitem nicht alle Neuronen andere
Neuronen anfeuern, sondern viele einander die Aktivitdt ausreden wollen. Anhand
des BOLD-Signales lésst sich zwischen den beiden nicht unterscheiden, nur dass
eine Anderung vorliegt, kann man einigermaBen sicher behaupten — zu diesem
«einigermaBen» gleich mehr. Vorerst halten wir fest, dass eine Anderung des BOLD-
Signales zwischen zwei Aufnahmen bedeutet, dass ein Areal wédhrend der einen
Aufnahme aktiver oder weniger aktiv war als wédhrend der anderen und sich bislang
nicht eindeutig sagen ldsst, welches von beiden zutrifft.

Aber es kommt noch schlimmer, und schlimmer heil§t in diesem Fall:
komplizierter. Nachdem die anfdngliche Begeisterung sich gelegt hatte, wurde
namlich schnell klar, dass das BOLD-Signal nicht nur von der
Sauerstoffkonzentration abhdngt, sondern auch vom Blutvolumen und von der
Fliefgeschwindigkeit. Und unversehens wird aus der schonen, gradlinigen Story eine
Schlangenlinie. Denn wie die Regelung der Blutzirkulation im Gehirn funktioniert,
ist weitgehend unverstanden. Bekannt ist, dass die Aktivitdt von Neuronen sich auf
die Blutversorgung auswirkt, zum Beispiel durch das Aussenden von Botenstoffen,
die die BlutgefdlSe weiten oder verengen. Man weil3 nicht viel iiber diese
Mechanismen, aber 2006 erschien eine Studie, der zufolge diese Botenstoffe nicht
von Neuronen ausgesandt werden, sondern von den Astrozyten, die oft analog zur
weillen und grauen Substanz die «dunkle Substanz» des Gehirns genannt werden —
und das mit gutem Grund.

Normalerweise stellt man sich das Gehirn ja als Denkmaschine vor, vollgepackt
mit Neuronen und ihren Verbindungskabeln, den Axonen, und iiberall brummt und
summt es von all den hin und her schwirrenden Signalen. Was man sich
normalerweise nicht vorstellt, ist, dass das menschliche Gehirn nur zu 10 Prozent
aus Neuronen besteht. Die restlichen 90 Prozent bilden die sogenannten Gliazellen,
benannt nach dem griechischen Wort fiir Klebstoff. (Das hat iibrigens nichts mit
dem alten Blodsinn zu tun, wonach wir nur 10 Prozent unseres Gehirns nutzen, das
ist und bleibt Quatsch.)

Die Hirnkleberzellen galten lange Zeit nur als das Geriist, an dem die Neuronen
aufgehdngt sind, und als Putztruppe, die die Chemikalien, mit denen die Neuronen
rumspritzen, wieder aufwischen muss. Die Mitglieder dieser Putztruppe sind die
Astrozyten, und nach neuesten Erkenntnissen tun sie weitaus mehr, als nur das
Kopfinnere sauber zu halten. Astrozyten regeln die Durchblutung, und weil sie
offenbar mit Neuronen kommunizieren, wird jetzt sogar erwogen, dass die
Putztruppe gewissermalSen mitdenkt. Das Gehirn muss sich seinen Ruf als
kompliziertestes Ding des Universums ja schlielllich auch irgendwie verdienen.

Aber die Einzelheiten iiber die Zellen und ihre Kommunikationssignale brauchen
uns im Moment gar nicht zu interessieren, beziehungsweise nur, insofern sie
Riickschliisse auf das BOLD-Signal zulassen. Und hier wird es haarig. Wahrend die
Kopplung des Blutsauerstoffverbrauchs an die lokale Aktivitdt von Neuronen



mittlerweile recht gut belegt ist, weill man nicht, welcher Aspekt dieser Aktivitat
eigentlich relevant ist. Sind die in einer Region ankommenden oder die von dieser
Region ausgesandten Signale wichtiger? Ist die Steuerung lokal, wird also die
Durchblutung genau da gefoérdert, wo Energie gebraucht wird, oder eher global,
sodass vielleicht ganze Hirnlappen mehr Blut bekommen, wenn eine Region in ihnen
aktiv wird? Wenn eine Region aktiv wird und die Durchblutung steigt, bedeutet das
dann, dass in Nachbarregionen Blut fehlt und dort ein negatives BOLD-Signal
auftritt, aufgrund eines Mechanismus, der in der Forschungsliteratur sehr hiibsch
Blutraub (englisch «blood stealing») genannt wird? Verhalten sich Kapillargefdlie
anders als gréllere Adern? Auf all diese Fragen gibt es durchaus ein paar
Antwortansdtze, aber von einem Verstdndnis dessen, was da vorgeht, sind wir weit
entfernt.

Eine der Fragen immerhin ist einigermalien gekldrt. In einem heroisch
schwierigen Experiment, bei dem gleichzeitig die elektrische Aktivitdt des Gehirns
und das BOLD-Signal gemessen wurden, fand die Arbeitsgruppe von Nikos
Logothetis in Tiibingen heraus, dass das BOLD-Signal hauptsdchlich mit den
sogenannten lokalen Feldpotenzialen korreliert. Diese in Neurokreisen zartlich als
LFP bezeichneten Potenziale sind lokale Schwankungen des elektrischen Feldes, die
man zwar auch noch nicht vollstdandig versteht, die aber vermutlich die in einer
Gehirnregion einlaufenden Signale reprdsentieren. Weniger korreliert das BOLD-
Signal mit den Aktionspotenzialen, die iiber die Nervenbahnen aktiv ausgesandt
werden und die eher wie ein neuronaler Morsecode funktionieren, der die Ergebnisse
der Informationsverarbeitung an andere Neuronen weiterfunkt.

Aus diesem Wirrwarr an Mechanismen und Vermutungen kann man trotzdem
schone Bilder herstellen, und zwar mit Hilfe komplizierter statistischer Analysen,
deren Ergebnisse — und nicht das BOLD-Signal selbst — es in der Regel sind, die als
farbige Kleckse auf Abbildungen von Gehirnen landen. Diese statistischen Methoden
selbst kdnnen dabei auch noch zur Verwirrung beitragen, die gewdhlten Grenzen
zum Beispiel zwischen «aktivierten» und «nicht aktivierten» Arealen werden in der
Regel willkiirlich gezogen. Dass das gefdhrlich sein kann, zeigte eine Gruppe von
Forschern im Jahr 2009. Sie legten einen toten Lachs in den Magnetscanner und
zeigten der Fischleiche Abbildungen menschlicher emotionaler Interaktionen, ein an
menschlichen Probanden in der Psychologie hdufiger eingesetztes experimentelles
Protokoll. «Der Lachs wurde gebeten, sich {iber die von der Person im Bild
empfundene Emotion klarzuwerden.» Ob der tote Lachs das gemacht hat oder nicht,
ist natiirlich schwer zu sagen — man vermutet, dass tote Lachse dergleichen nicht
konnen —, der Punkt der Studie war aber, dass mit zwar laxen, aber durchaus
verbreiteten Analysemethoden ein Aktivitdtszentrum gefunden wurde, «im Innern
des Lachskopfs», wie die Autoren lakonisch bemerken. Sie zeigen allerdings auch,
dass bei Anwendung der korrekten Statistik kein solcher Unfug herauskommt und



der tote Fisch auch im Hirnscan tot aussieht.

Aber selbst wenn wir solche statistischen Feinheiten auller Acht lassen: Wenn
iber den Verlauf eines Experiments hinweg in einem Gehirnareal immer dann das
BOLD-Signal fallt oder steigt, wenn ein bestimmter Stimulus gezeigt wird, dann
wird daraus gefolgert, dass dieses Areal fiir die Verarbeitung solcher Stimuli wichtig
sein muss. Zusdtzlich suggerieren Abbildungen, die rotgliihende Aktivitdtszentren
auf Gehirnen zeigen, auch, dass der dunkle Rest nicht beteiligt ist. Aber es sollte klar
geworden sein, dass beide Annahmen mit Vorsicht zu genieRen sind: Andert sich
zum Beispiel nur die Art, wie ein Areal Reize verarbeitet, aber nicht der Aufwand,
den es dazu betreiben muss, wird es in einem BOLD-Bild nicht auftauchen.

Ob die Neuronen unter dem roten Klecks mehr gefeuert haben oder weniger oder
ob vielleicht die Astrozyten ihre Tentakel im Spiel haben, ist auch weit weniger klar,
als die Abbildung vortduschen mag. Aber Kleckse sind verfiihrerisch. 2008
verdffentlichten David McCabe und Alan Castel die Ergebnisse einer Studie, in der
sie Studenten wissenschaftliche Artikel vorlegten, einmal mit und einmal ohne
Abbildungen von farbigen Aktivitatsmustern auf Gehirn. Obwohl das Dargestellte
keinerlei Beweiskraft hatte, bewerteten die Studenten den Artikel als deutlich
iberzeugender, wenn die Gehirnabbildung daneben zu sehen war: Brain sells.

Das alles heiflt nun natiirlich nicht, dass fMRT Humbug ist. 2008 wurde im Labor
von Jack Gallant in Berkeley eine Studie durchgefiihrt, in der Probanden eine Reihe
von Bildern zu sehen bekamen, widhrend sie im MRT-Gerét lagen. Die gemessenen
Daten verwendeten die Forscher zur Anpassung eines Computermodells. Sie zeigten
den Probanden dann eins von 120 zuvor nicht gesehenen Bildern, und das Modell
konnte aus dem dabei aufgezeichneten fMRT-Signal — das der Gehirnaktivitét des
Probanden entspricht — mit bis zu 90-prozentiger Treffsicherheit bestimmen, um
welches Bild es sich handelte. Mit anderen Worten, dieses Modell kann aus der
gemessenen Gehirnaktivitdt ermitteln, was Menschen sehen. So nah waren wir
echtem Gedankenlesen tatsdchlich noch nie.

Dennoch sollte man im Hinterkopf behalten, dass wir auch nach 15 Jahren
intensiver Forschung nur eine ungefdhre Vorstellung davon haben, worauf dieser
Erfolg eigentlich beruht, und dass die bunten Bilder in die Irre fiihren kénnen. Wenn
dann in ein paar Jahren die Maschinen per Gedankenkontrolle die Macht
iibernehmen, wird man wenigstens wissen, was fiir eine tolle Leistung das ist.



zur Inhaltsiibersicht

Hot Hand

When those guys get in a zone like that, man, there’s no defense for them.
Avery Johnson, ehemaliger Basketballprofi und -trainer

Fiir die Freunde statistischer Feinheiten war der 6. Juni 2010 ein denkwiirdiger Tag.
Der Basketballprofi Ray Allen traf in einem Finalspiel der amerikanischen National
Basketball Association sieben Dreipunktwiirfe in Folge, acht im gesamten Spiel, und
stellte damit einen neuen Rekord auf. Drei Punkte gibt es nur dann fiir einen Wurf,
wenn er aullerhalb einer Linie stattfindet, die sich in ungefdhr sieben Metern
Entfernung vom Korb befindet, der «Dreierlinie». Ein guter Schiitze wie Allen trifft
aus dieser Entfernung in Spielsituationen etwa 40 Prozent seiner Wiirfe, also bei
zwei von fiinf Versuchen. Im statistischen Mittel benétigt er 17,5 Wiirfe fiir sieben
Treffer. An diesem besonderen Abend im Juni 2010 brauchte er nur sieben.

In solchen Fillen reden Sportfans und -journalisten von einer «heillen Hand»
(«hot hand») — der Spieler ist «in the zone» oder «on a roll» oder «in a groove». Es
gibt nicht nur heille Hande, sondern auch alle moéglichen anderen Temperaturen, ein
Spieler kann rot oder weil8 glithend oder eiskalt sein, er kann sich aufheizen oder
abkiihlen. Die Begriffe existieren nicht nur im Basketball, sondern in allen anderen
Sportarten, bei denen sich bestimmte Abladufe oft wiederholen. Die Implikation
solcher Redeweisen ist immer dieselbe: Man mochte ausdriicken, dass der Spieler
einen mentalen Zustand erreicht, in dem Erfolg praktisch garantiert ist. Sportler
selbst reden von der heillen Hand, weil sie das Phanomen erlebt haben. Sie gerieten
in Situationen, wo sie machen konnten, was sie wollten, der Ball ging immer ins
Netz. Oder in der Sprache der Siegerinterviews: «Der Korb war so grof§ wie das
Meer.»

Vom Basketball zu etwas ganz anderem: Bei einem Miinzwurf erwartet man in der
Haélfte aller Félle, dass der Kopf oben erscheint, in der anderen Halfte Zahl. Das gilt
aber nur, wenn man sehr oft wirft; bei kleinen Stichproben kénnen Kopf und Zahl
auch sehr ungleichmaflig verteilt sein. Mehr noch: Obwohl es sich um einen rein
zufalligen Prozess handelt, produziert die Miinze reine Kopf- oder Zahlserien, umso
ldngere, je mehr man wirft. Schon bei 20 Versuchen gibt es eine fiinfzigprozentige
Wahrscheinlichkeit, viermal in Folge Kopf (oder Zahl) zu werfen. Und in einer Serie
aus 100 Versuchen erhdlt man in etwa einem Dirittel aller Félle eine Serie aus
siebenmal in Folge Kopf (oder Zahl). Ray Allen hat in den 16 Jahren seiner



Profikarriere insgesamt mehr als zweieinhalbtausendmal von der Dreierlinie
geworfen.

Wenig wahrscheinliche Ereignisse passieren, nur eben nicht besonders haufig. Es
ist auf den ersten Blick iiberraschend, dass erst in den 1980ern jemand auf die Idee
kam, nachzusehen, ob es abgesehen von solchen zufilligen Serien auch noch das
Phidnomen der «heillen Hand» gibt — also eine Folge von Treffern, die nicht durch
Zufall, sondern durch eine besondere Leistung des Sportlers verursacht wird. Auf
den zweiten Blick ist es dann wieder nicht so iiberraschend — wenn jemand gut mit
Zahlen umgehen kann, wird er normalerweise nicht Profisportler und umgekehrt,
weswegen man im Umfeld von Sportveranstaltungen nicht gerade haufig auf
Statistikfreaks trifft. Das hat sich in den letzten Jahren ein wenig gedndert, nachdem
der amerikanische Autor Michael Lewis 2003 in seinem Bestseller «Moneyball»
demonstrierte, wie sich statistische Analysen zur Erfolgsmaximierung im Baseball
einsetzen lassen. Seitdem halten sich viele Clubs ihren hauseigenen Nerd, der mit
Sportstatistiken jongliert, ein Forschungszweig, der mittlerweile «Sabermetrics»
heif3t (abgeleitet von SABR, der Abkiirzung fiir «Society for American Baseball
Research») — proklamiert als die Suche nach «objektivem Wissen» im Sport.

Wer in Diskussionen tiber Sport mit statistischen Argumenten ankommt, der wird
in der Regel den Ratschlag horen, er solle sich doch lieber die Spiele ansehen. «Die
Wahrheit liegt auf dem Platz», wie Fullballtrainer Otto Rehhagel einst sagte.
Vielleicht nicht auf dem Platz, aber doch in den Képfen der Spieler, die in den
Zustandigkeitsbereich der Psychologie fallen. Dort gibt es den schénen Begriff der
Selbstwirksamkeitserwartung: die Uberzeugung, bestimmte Handlungen erfolgreich
umsetzen zu kénnen, ein Konzept, das vor mehr als 30 Jahren vom Psychologen
Albert Bandura entwickelt wurde. Zum einen wird die Selbstwirksamkeitserwartung
durch Erfolgserlebnisse erhoht, zum anderen fiihrt hohe
Selbstwirksamkeitserwartung wiederum eher zum Erfolg. Oder ohne extrem lange
Worter ausgedriickt: Psychologen wiirden auf der Grundlage von Banduras Theorie
die Existenz der heillen Hand erwarten.

Aber gibt es sie nun oder nicht? Im Jahr 1985 veréffentlichten die drei
Psychologen Thomas Gilovich, Robert Vallone und Amos Tversky die erste
wissenschaftliche Arbeit zum Thema. Zunachst fiihrten sie eine Umfrage durch: 91
Prozent der Fans meinen, dass ein Spieler eine bessere Chance auf einen Korberfolg
hat, wenn er direkt vorher ein paarmal getroffen hat. Das ist genau der erwartete
Glaube an die heille Hand. Bei rein zufdlligen Ereignissen wadre die Chance auf
Erfolg bei jedem Wurf gleich, egal, ob man vorher getroffen hat oder nicht. Dann
testeten Gilovich und Kollegen die Hot-Hand-Hypothese mit echten Daten aus
Basketballspielen, unter anderem an 3800 Wiirfen aus 48 Spielen der Philadelphia
76ers. Das Resultat: Die Erfolgschancen fiir einen Treffer hdngen nicht davon ab,
was vorher passiert ist. Die heille Hand, so Gilovich und Co., gibt es nicht.

Dieses Ergebnis war fiir die Sportwelt so erschiitternd, dass es eine ganze Reihe



von Nachfolgestudien ausléste. Bis zum Jahr 2006 findet man 24 wissenschaftliche
Artikel, die sich mit dem Thema befassen. 13 argumentieren gegen die heille Hand,
11 dafiir. Sieht man sich die Artikel etwas genauer an, dann fallt auf, dass die
Beweise fiir die Existenz der heillen Hand zumindest im Basketball meist
anekdotischer Natur und iiberhaupt ziemlich diinn sind. Das hat unter anderem damit
zu tun, dass es schwieriger ist, etwas zu finden, als etwas nicht zu finden. Aullerdem
ist Basketball ein hochkomplizierter Sport: Die Erfolgschancen beim Werfen auf
den Korb hdngen nicht nur von der Treffsicherheit des Spielers ab, sondern auch von
der Entfernung zum Korb, von der speziellen Spielsituation (ein Wurf nach Dribbeln
ist oft schwieriger als einer nach einem Zuspiel) und von dem, was die gegnerische
Mannschaft so treibt. All diese Dinge konnten das Auffinden der heien Hand, wenn
es sie denn geben sollte, verhindern.

Andere Sportarten eignen sich eventuell besser fiir diese Art Forschung. Beim
Tennis gibt es immerhin nur zwei Spieler, nicht zehn. Eine Analyse der Spieldaten
der Turniere in Wimbledon von 1992 bis 1995 erbrachte ein interessantes Ergebnis:
Wenn ein Spieler einen Punkt macht, sind beim nédchsten Ballwechsel seine Chancen
auf Erfolg um 0,3 Prozent erhoht, verglichen mit der statistischen Erwartung. Es
geht auch umgekehrt: Verliert ein Spieler einen Punkt, so senkt das im nachsten
Ballwechsel seine Erfolgschancen um 0,4 Prozent. Ein kleiner Effekt, aber immerhin
genau das, was man bei einer heillen Hand erwarten sollte.

Noch besser wéren Sportarten, wo wirklich bei jedem Versuch alle
Voraussetzungen exakt gleich bleiben. Ein Beispiel ist die schone Disziplin des
Hufeisenwerfens, populdr vor allem in Nordamerika. Ziel ist es, ein Hufeisen
entweder auf oder wenigstens in die Ndhe eines Stabes zu werfen. Die Resultate der
Weltmeisterschaften 2000 und 2001 zeigen, dass der Erfolg beim Hufeisenwerfen
davon abhdngt, wie die vorherigen Wiirfe ausgingen. Die Hufeisenwerfer haben
offenbar heille und kalte Phasen. Also doch.

Aber auch im Basketball ist noch nicht das letzte Wort in der Angelegenheit
gesprochen beziehungsweise geworfen. Im Jahr 2010 veroffentlichte der
amerikanische Wirtschaftswissenschaftler Jeremy Arkes eine neue Studie. Er
analysierte nicht die normalen Wiirfe, die aus dem Spiel heraus erfolgen, sondern
Freiwiirfe, die man nach einem Foulspiel zugesprochen bekommt. Beim Freiwurf ist
die Entfernung zum Korb immer gleich, und es steht kein Gegner im Weg.
Aullerdem treten sie in fast allen Féllen paarweise auf — ein normales Foul ist zwei
Wiirfe wert. Arkes analysierte etwa 65 000 Freiwiirfe und fand heraus, dass die
Trefferwahrscheinlichkeit beim zweiten Wurf fast 3 Prozent hoher ist, wenn man
beim ersten getroffen hat — ein klarer Hinweis auf die Hot Hand, wie er meint.
Kritiker wenden ein, dass Freiwiirfe wirklich nichts mit der heifen Hand zu tun
haben, schliellich liegt die Trefferwahrscheinlichkeit bei diesen Wiirfen sowieso
schon tiber 70 Prozent, und noch nie habe man davon gehort, jemand sei «heil3» an



der Freiwurflinie.

Die bisher umfangreichste Untersuchung dieses Themas stammt aus dem Jahr
2009 und wurde von John Huizinga, Okonom an der Universitit in Chicago, und dem
Sportwissenschaftler Sandy Weil vorgestellt. Grob gesagt haben sie das Gleiche
gemacht wie Gilovich und Co. 24 Jahre zuvor, nur dank Internet und elektronischer
Datenverarbeitung mit viel mehr Zahlen. Statt ein paar tausend Wiirfe wie Gilovich
analysierten sie knapp eine Million. Das erste wichtige Ergebnis: Nach einem
Treffer ist die Trefferwahrscheinlichkeit beim ndchsten Wurf nicht hoher, wie man
bei einer heillen Hand erwarten wiirde, sondern um einige Prozent niedriger.
Vorsichtig folgern Huizinga und Weil, dass es die heille Hand im Basketball zwar
geben konnte, aber es gibt keine Beweise dafiir — die Abwesenheit von Beweisen ist
kein Beweis der Abwesenheit.

Ein zweites Ergebnis dieser Studie ist womoglich fiir Sportler wichtiger: Treffer
beeinflussen das nachfolgende Verhalten von Spielern. Insbesondere nimmt die
Neigung zu, schwierigere Wiirfe zu versuchen. Weil man bei schwierigeren Wiirfen
seltener trifft, senkt das die Trefferwahrscheinlichkeit. Warum tun die Spieler das?
Die Antwort auf diese Frage steckt zwar nicht in den Wurfdaten, liegt aber auf der
Hand: Die Spieler glauben daran, dass sie nach einem Treffer weiter Erfolg haben
werden. John Hollinger, Statistiker beim amerikanischen Sportsender ESPN: «Der
feste Glaube an die Existenz der heillen Hand fiihrt dazu, dass die Spieler
suboptimale Entscheidungen treffen.» Dieser Glaube kostet ein Team, so Huizinga
und Weil, 4,5 Siege pro Saison.

In der Sportwelt werden diese iiberraschenden Ergebnisse nur zogerlich zur
Kenntnis genommen. Weiterhin sind die meisten Fans, Journalisten und Spieler von
der heillen Hand iiberzeugt. Es sieht so aus, als liefen zwei parallele Handlungen ab,
die nichts miteinander zu tun haben: Die Statistiker du8ern sich skeptisch iiber die
heille Hand, wéhrend es fiir die Sportler keinen Zweifel an deren Existenz gibt.
Amos Tversky, einer der Autoren der ersten Studie zum Thema, klagt: «Ich habe
schon tausendmal iiber dieses Thema diskutiert und jedes Mal gewonnen, aber
niemanden iiberzeugt.»

Vielleicht ist die Frage weniger die, ob es die heille Hand gibt, als die, warum so
viele daran glauben, dass es sie gibt. Nur drei der moglichen Erkldrungen: Es kénnte
daran liegen, dass lange Erfolgsserien einpragsame Ereignisse sind und daher im
Gedachtnis lange haftenbleiben. Ein anderer Vorschlag: Es hat etwas damit zu tun,
dass man dem Sportler Absicht unterstellt — immerhin ist er ein menschliches
Wesen und nicht einfach nur eine Miinze. Anders ausgedriickt: Man will eine
besondere Leistung des Sportlers sehen, keine zufdllige Abfolge von Erfolg und
Misserfolg. Oder aber es ist ein Beispiel fiir das «Gesetz der kleinen Zahlen»: Man
glaubt, dass Kopf und Zahl beim Miinzwurf auch bei kleinen Stichproben immer
gleich oft vorkommen und es daher keine langen Serien gibt. In den Worten von
Stephen Jay Gould: «Aus irgendeinem Grund ist unser Verstand nicht dafiir



ausgelegt, die Gesetze der Wahrscheinlichkeit zu beriicksichtigen, obwohl diese
Gesetze eindeutig das Universum beherrschen.»

Der 8. Juni 2010 war schon wieder ein denkwiirdiger Tag fiir den Statistiker. Ray
Allen, unser alter Bekannter, versuchte diesmal acht Wiirfe von der Dreierlinie — und
traf keinen einzigen. Seine Hand war eiskalt, der Korb wie vernagelt, Allen hitte
nicht einmal mit einem Stein das Meer getroffen. Zusammen mit dem eingangs
erwdhnten Spiel traf er bei acht von 19 Versuchen, was 42 Prozent entspricht — fast
genau sein normaler Durchschnitt. Manchmal muss man der Statistik nur ein paar
Tage Zeit lassen.



zur Inhaltsiibersicht

Kilogramm

PS : bei digitalen waagen: ist da nicht irgendwo ein killogramm gespeichert?
Losungsvorschlag von Kommentator «peterpaunch» zu einem Beitrag iiber die Schwierigkeiten der
Kilogramm-Neudefinition im Blog «Astrodicticuam Simplex», Juni 2010

In der Grundschule ist die Welt noch in Ordnung. Ein Liter ist das, was in einer H-
Milch-Packung drin ist, ein Meter ist ein sehr groRer Schritt, und ein Kilo ist ein
Kilo Zucker. Spéter lernt man dann, dass es sich ein bisschen komplizierter verhdlt,
aber die meisten Einheiten sind immerhin so beschrieben, dass ein Wissenschaftler
sie mit etwas Geduld und einem ordentlichen Labor selbst ausmessen kann, falls er
von misstrauischem Wesen ist und nicht einfach hinnehmen will, was auf dem
Lineal steht.

Um herauszufinden, wie lang eine Sekunde ist, zdhlt man die Schwingungen einer
Mikrowelle, die mit dem Ubergang zwischen den beiden Hyperfeinstrukturniveaus
des Grundzustandes des Casiumnuklids 133C in Resonanz ist. Wenn man bei 9 192
631 770 angekommen ist, ist wieder eine Sekunde um ( - Zeit). Mit Hilfe der
Sekunde kann man jetzt bestimmen, wie lang ein Meter ist. Man sieht nach, wie weit
ein Lichtstrahl im Vakuum im 299 792 458sten Teil einer Sekunde kommt. Das
Experiment passt im Prinzip auf einen stabilen Kiichentisch.

Nur fiir das Kilogramm muss der misstrauische Wissenschaftler sein Haus
verlassen und sich nach Braunschweig in die Bundesallee 100 begeben, wo die
Physikalisch-Technische Bundesanstalt ihren Sitz hat. Dort werden drei Duplikate
des Pariser Urkilogramms aufbewahrt: der im Zweiten Weltkrieg beschadigte
urspriingliche deutsche Prototyp, der 1954 neu angeschaffte Ersatz und der Prototyp
der DDR. Es sind kleine Zylinder von knapp 4 Zentimetern Hohe aus einer Platin-
Iridium-Legierung. Allerdings wird man sich weigern, den nationalen Prototypen
unter seinen zwei Glashauben hervorzuholen, nur weil irgendjemand ein Kilogramm
abgemessen haben will. Man wird dem Besucher vielleicht ersatzhalber einen
Vergleich mit einem der «Hauptnormale» anbieten, Edelstahlgewichte, die einmal
im Jahr mit dem Prototypen verglichen werden, der wiederum ungefahr alle zehn
Jahre zur Kontrolle nach Paris gebracht und dort mit dem Urkilogramm verglichen
wird. Es ist alles ein wenig unbefriedigend.

Noch unbefriedigender: Auf das Urkilogramm ist kein Verlass. Ungefdhr alle
flinfzig Jahre werden moglichst viele Duplikate aus aller Welt nach Paris gebracht



und dort mit dem Original verglichen. Das ist bisher dreimal geschehen: einmal kurz
nach der Einfiihrung, dann nach und nach in den Jahren um 1950 und um 1990. Bei
der dritten Messung stellte sich heraus, dass das Urkilogramm und die Kopien sich
auseinanderentwickelt hatten: Das Pariser Urkilogramm war relativ zu den Kopien
um 50 Mikrogramm leichter geworden. Beziehungsweise kann es genauso gut sein,
dass alle anderen Kopien schwerer geworden sind. Und da auch die einzelnen Kopien
auseinanderdriften, ist nicht einmal auszuschliefen, dass alle Prototypen ihr Gewicht
in irgendeine Richtung verdndert haben, das Pariser Urkilogramm nur eben etwas
mehr oder weniger als die anderen. Man weil3 es nicht, denn es gibt kein Ur-
Urkilogramm, das als Schiedsrichter herhalten kénnte. Das Pariser Urkilogramm ist
die Definition des Kilogramms — wenn es sein Gewicht verdndert, verdndern alle
Kilogramme der Welt ihr Gewicht. Noch schlimmer wére, wenn das Urkilogramm
geklaut wiirde, denn dann kdme den Physikern im wahrsten Sinne des Wortes eine
Basiseinheit abhanden.

Fiir die tagliche Praxis ist die Unzuverldssigkeit des Urkilogramms relativ
folgenlos, denn Wissenschaftler und Techniker verwenden fiir ihre Alltagsarbeit
genormte Edelstahlgewichte, deren hochste Qualitédtsklasse E1 eine Abweichung von
500 Mikrogramm pro Kilogramm erlaubt. 50 Mikrogramm hin oder her spielen da
keine Rolle, Kuchenrezepte gelingen nach wie vor. Aber es wird einfach nicht gern
gesehen, wenn sich Grundlagen der Wissenschaft so undiszipliniert benehmen.
Aullerdem hédngen viele andere Einheiten vom Kilogramm ab: Newton, Pascal,
Joule, Watt, Ampere, Coulomb, Volt, Tesla, Weber und, da sie auf dem Watt
basieren, sogar die Helligkeitseinheiten Candela, Lumen und Lux.

Was ist also los mit den Kilogramm-Prototypen? Im Spiegel hielS es im Jahr 2003:
«Moglicherweise, so eine Erkldrung, hatte man das Urkilogramm schlicht zu haufig
geputzt und so ein paar Atome von der Oberfldache heruntergeholt.» (Mit «ein paar
Atome» ist hier etwas in der GroRenordnung von einigen Milliarden gemeint.) In der
Tat werden alle Prototypen nicht im Vakuum, sondern an der Luft aufbewahrt,
setzen dadurch im Laufe der Zeit Schmutz an und werden messbar schwerer. Man
reinigt sie daher vor jedem Vergleichsvorgang. Das zustdandige franzdsische
Internationale Biiro fiir Mals und Gewicht (BIPM), das die Vergleiche durchfiihrt,
hat dafiir eine eigene Putzmethode entwickelt, von der Zwangsneurotiker noch
lernen kénnen: Zuerst muss der beim Putzen eingesetzte Lederlappen gereinigt
werden, und zwar dreimal hintereinander. Dann folgen mehrere komplizierte
Waschvorgénge mit Ather, Ethanol und doppelt destilliertem Wasser, nach denen
das Kilogramm erst einmal sieben bis zehn Tage ruhen muss. Da man einen
Prototypen leicht vor und nach dem Putzen mit einem zweiten vergleichen kann,
sind die Folgen dieser Reinigung prazise erforscht: Je nachdem, wie lange die letzte
Wasche zuriickliegt, werden dabei zwischen 5 und 60 Mikrogramm Material
entfernt. Ein zweiter Putzvorgang schafft noch einmal bis zu 10 Mikrogramm, ein
dritter lohnt sich nicht. Danach werden die Prototypen sofort wieder schwerer; in



den ersten drei Monaten nach dem Putzen etwas schneller, dann verlangsamt sich
der Prozess. Allerdings hat die Kilogramm-Putzforschung ergeben, dass iiber die
zwei Reinigungsvorgange hinaus selbst energisches Reiben mit dem Lederlappen
keine messbaren Auswirkungen auf die Masse der Prototypen hat. Die 50
Mikrogramm kénnen also nicht einfach abgeschrubbt worden sein.

Einer Theorie zufolge ist das Pariser Urkilogramm gar nicht leichter geworden,
sondern hat einfach weniger zugenommen als seine Kopien. Diese Hypothese fulSt
unter anderem auf der Tatsache, dass das Urkilogramm unter drei Glasstiirzen
aufbewahrt wird, alle Kopien aber nur unter zwei. Das Platin in der Platin-Iridium-
Legierung verbindet sich zum Beispiel gern mit Quecksilberatomen aus der
Umgebungsluft. Da in meteorologischen Laboren hin und wieder
Quecksilberthermometer oder -barometer herunterfallen und zerbrechen, kann die
Quecksilberbelastung dieser Rdume recht hoch sein. Aber auch der
Quecksilbergehalt in der ganz normalen Umgebungsluft ist — vor allem durch
Kohlekraftwerke — in den letzten hundert Jahren stark angestiegen. Das Quecksilber
begniigt sich nicht damit, eine diinne Schicht auf der Oberfldche der Legierung zu
bilden. Das allein wére schon unpraktisch genug, denn da es mit dem Platin eine
dauerhafte Verbindung eingeht, ldsst sich das Quecksilber nicht einfach durch
Putzen wieder entfernen. Aber es zieht auch ins Innere der Prototypen ein, wie die
britischen Forscher Peter Cumpson und Martin Seah in den 1990er Jahren zeigen
konnten. Selbst das ware noch verkraftbar, wenn der Prozess wenigstens nach kurzer
Zeit abgeschlossen ware. Cumpson und Seah kamen allerdings zu dem Schluss, dass
es bis zu 600 Jahre dauern kann, bis sich der Quecksilbergehalt stabilisiert. Man
kann Kilogramm-Prototypen aber kaum nach der Herstellung erst einmal 600 Jahre
ruhen lassen.

Es gibt noch viele andere Umwelteinfliisse, die dazu fiihren kénnen, dass die
Kilogramm-Prototypen leichter oder schwerer werden: Die Platin-Iridium-Legierung
enthdlt im Neuzustand kleine Mengen Wasserstoff, der sich im Laufe der Zeit
verfliichtigt, an der Luft langsam, im Vakuum etwas schneller. Aus Stddten,
Nadelwéldern und Massentierhaltungsbetrieben entweichen
Kohlenwasserstoffverbindungen, die ins Labor eindringen, unter die Glasglocken
schliipfen und an den Kilogrammprototypen festkleben. Chemikalien aus der
Umgebungsluft dringen zum Teil in das Material ein, zum Teil lagern sie sich so an,
dass es keinen klaren Ubergang zwischen Platin-Iridium-Legierung und Schmutz
gibt. Vermutlich finden alle diese Prozesse (und noch ein paar unbekannte)
gleichzeitig statt und zerren in verschiedenen Richtungen am Gewicht der
Prototypen.

So kann es nicht weitergehen. Wenn selbst mit hochster Prédzision gefertigte
Kilogramm-Prototypen aus teuren Edelmetallen unter multiplen Glasglocken
machen, was sie wollen, muss ein anderes Verfahren her. Experimente und



Uberlegungen dazu werden schon seit einigen Jahrzehnten angestellt. Das
Internationale Biiro fiir Mals und Gewicht sprach schlief8lich 2005 die offizielle
Empfehlung aus, das Kilogramm so neu zu definieren, dass es von einer
Fundamentalkonstante abgeleitet werden kann. Man fasste das Jahr 2010 fiir ein
Ergebnis ins Auge, denn 2011 tagt die Generalkonferenz fiir Malse und Gewichte, die
das neue Kilogramm dann verabschieden kénnte.

Die Forderungen an die Neudefinition lauten: Das neue Kilogramm muss mit dem
alten kompatibel sein. Es soll mit Hilfe einer moglichst robusten Apparatur von
jedermann jederzeit und iiberall erzeugt werden kénnen. Die Definition soll an
Schulen und Universitdten gelehrt werden und daher fiir Studierende aller Facher
verstdndlich sein, und das neue Verfahren sollte praziser sein als das bisherige.
Mindestens drei unabhdngige Ergebnisse sind fiir die Neudefinition erforderlich, und
eines davon muss eine Genauigkeit von 20 Mikrogramm pro Kilogramm oder
weniger aufweisen.

Von urspriinglich vier Losungsansdtzen waren zum Entstehungszeitpunkt dieses
Buchs noch zwei im Rennen: die Wattwaage und das Avogadro-Projekt. Die
Wattwaage ist eine Art hyperkomplizierte Briefwaage, von der es bisher weltweit
fiinf Stiick gibt. Die Waagen, die beim Vergleich der Kilogramm-Prototypen zum
Einsatz kommen, sind Massenvergleichswaagen, also im Prinzip Geréte, wie man sie
manchmal noch auf altmodischen Marktstdnden sieht: Auf die eine Waagschale
kommt ein Gewicht mit der Aufschrift «1 kg», auf die andere das, was man mit dem
Gewicht vergleichen mochte, zum Beispiel Kartoffeln oder eben ein anderes
Kilogrammgewicht. Massenvergleichswaagen haben schon seit Jahrzehnten eine so
hohe Préazision erreicht, dass sie Unterschiede von weniger als einem Mikrogramm
pro Kilogramm feststellen kénnen. Will man aber ein Kilogramm ohne jeden
Vergleichsgegenstand bestimmen, braucht man eine Waage, die eine Aussage iiber
die Masse eines einzelnen Dings treffen kann. Solche Waagen gibt es schon lange,
aber Préazisionswaagen fiirs Labor erreichen bestenfalls eine Genauigkeit im 100-
Mikrogramm-Bereich. Schon fiir diese gebrdauchlichen Varianten ist ein hoher
Aufwand erforderlich; zum Beispiel wird die Laborwaage vor Ort genau fiir die dort
herrschenden Schwerkraftverhéltnisse kalibriert, man kann sie nicht einfach ins
Nachbarlabor tragen und dort verwenden. Die Wattwaage muss ebenfalls ohne ein
Vergleichsgewicht auskommen, aber da von ihr eine wesentlich hohere Genauigkeit
erwartet wird, vergrofSern sich Gerdt und Probleme entsprechend: Wattwaagen sind
zwei Stockwerke hoch und kosten in der Anschaffung etwa 1,5 Millionen Dollar.
AuBerdem bendétigt man fiir ihren Einsatz drei bis fiinf Experten sowie ziemlich viel
fliissiges Helium zur Kiihlung der supraleitenden Magneten, die das Gewicht in der
Waage halten. Die Bestimmung der Lange eines Meters ist ein beliebtes Experiment
im Physikunterricht; die Bestimmung des Kilogramms mit der Wattwaage wird es
sicher nicht werden.

Die Wattwaage soll nacheinander zwei Funktionen erfiillen: Zundchst benutzt man



sie zur praziseren Bestimmung des Planck’schen Wirkungsquantums, von dem man
an dieser Stelle nur zu wissen braucht, dass es eine wichtige — Naturkonstante in der
Quantenmechanik darstellt. Dazu verwendet man ein letztes Mal einen der
Kilogramm-Prototypen. Dann wird das Planck’sche Wirkungsquantum ein fiir alle
Mal auf den Durchschnitt der besten Messungen festgelegt. Wenn alles geklappt hat,
ist das Kilogramm jetzt als diejenige Masse definiert, bei der das richtige
Planck’sche Wirkungsquantum herauskommt, wenn man sie mit einer Wattwaage
vermisst.

Das Avogadro-Projekt ndhert sich einer neuen Kilogrammdefinition ebenfalls auf
Umwegen, indem es zundchst die Avogadro-Konstante neu und préaziser als bisher
bestimmt. Die Avogadro-Konstante ist gewissermallen der Umrechnungsfaktor
zwischen der Gewichtsskala der sichtbaren Welt und der der Atome. Sie gibt an, wie
viele Atome in zwolf Gramm Kohlenstoff stecken, namlich ungefahr 602
Trilliarden. Da Atome notorisch schwer zu zdhlen sind, kann man die Avogadro-
Konstante bisher nur schitzen, und das Avogadro-Projekt ist ein Verfahren, zu einer
solchen Schdtzung zu gelangen. Zu diesem Zweck wurden unter der Koordination
der Physikalisch-Technischen Bundesanstalt zwei Kugeln aus dem Silizium-Isotop
28 hergestellt, die ziemlich genau ein herkbmmliches Kilogramm wiegen (Letzteres
weill man, weil man sie mit den Kilogramm-Prototypen Frankreichs, Deutschlands
und Japans verglichen hat). Weil Silizium eine regelmalige Kristallstruktur bildet,
geniigt es, das Volumen des einzelnen Siliziumatoms und das Volumen der Kugel zu
kennen. Teilt man jetzt das Kugelvolumen durch das Atomvolumen, ergibt sich die
Zahl der Atome in einem Kilogramm. Das Kochrezept wire dann: Man nehme
soundso viele Atome Silizium 28, fertig ist das Kilogramm.

Das Avogadro-Projekt ist auch nicht billiger als die Wattwaage, denn jede der
zwei Kugeln hat ungefdhr 3,2 Millionen Dollar gekostet. Schulklassen, die kein ganz
so genaues Ergebnis brauchen, kénnten aber einfach einen Wiirfel aus Kohlenstoff
mit einer Seitenldnge von ungefdhr 8,11 Zentimetern aussdgen — die Details hdangen
davon ab, um welche Art Kohlenstoff es sich handelt und wie dessen Kristallstruktur
aussieht. Dieser Wiirfel enthielte im Groben die erforderliche Anzahl von Atomen
und woge damit ein Kilogramm.

Von der Wattwaage am britischen National Physical Laboratory wurde 2007
vermeldet, sie erbringe Ergebnisse mit einer Genauigkeit von 70 Mikrogramm.
Gleichzeitig war die Wattwaage des amerikanischen National Institute of Science
and Technology (NIST) schon bei 36 Mikrogramm angekommen. Leider klafften die
beiden Ergebnisse um 300 Mikrogramm auseinander. Die britische Wattwaage
wurde 2009 aus Budgetgriinden nach Kanada verkauft und war dort zum
Entstehungszeitpunkt dieses Buchs noch nicht wieder in Betrieb; an den drei anderen
Wattwaagen in Bern, Paris und Trappe wurde noch gebastelt. Auch die Ergebnisse
aus dem Avogadro-Projekt hatten 2010 noch nicht die erforderliche Genauigkeit



erreicht und wichen auBerdem vom Ergebnis der einzigen funktionierenden
Wattwaage ab.

Das Urkilogramm hat einen Vorteil: Sein Fehler ist gleich null, denn es verkorpert
nun mal das Kilogramm. Das ist bei den beiden neuen Verfahren nicht der Fall. Sie
bringen Messungenauigkeiten mit sich, die sich nicht vollstandig aus der Welt
schaffen lassen. Wattwaagen sind anfillig fiir Stérungen durch entfernte Erdbeben,
die Gezeiten, den Luftdruck, in der Ndhe vorbeifahrende Ziige und vieles mehr. Aber
auch bei den Siliziumkugeln des Avogadro-Projekts miissen Fehlerquellen wie das
Oxidieren der dulleren Siliziumschichten korrekt geschédtzt und beim Berechnen der
Ergebnisse einkalkuliert werden. Man kann nur festlegen, welchen
Ungenauigkeitsbereich man zu tolerieren bereit ist, und dann versuchen, die Technik
so weit zu verfeinern, dass die Schwankungen der Ergebnisse sich innerhalb dieses
Bereichs bewegen. Wahlweise kann man die erforderliche Genauigkeit neu
festlegen, ein Handgriff, mit dem das NIST 2006 aus schlecht iibereinstimmenden
Ergebnissen der Wattwaage akzeptable machte. Der amerikanische Mathematiker
Theodore Hill (- Benfords Gesetz) bemdngelt dieses Vorgehen: «Grundlagenphysik
per Komiteebeschluss? In der Kilogrammbranche ist offensichtlich viel Politik im
Spiel.»

Hill findet beide Verfahren viel zu kompliziert, zu anfdllig und nicht
zukunftssicher. Jeder Fortschritt in der Messtechnik wiirde wieder eine Anderung
der Kilogrammdefinition nach sich ziehen. Aullerdem hélt er es fiir unméglich, das
neue Kilogramm «Schiilern und Studierenden aller Féacher verstandlich zu machen»,
wie es in der Vorgabe des BIPM heifit. Schon ihm als Mathematiker sei die
Wattwaage komplett unverstandlich. Zusammen mit seinem Kollegen Ron Fox hat
er deshalb einen Gegenentwurf vorgelegt: Die Avogadro-Konstante soll einfach auf
eine geeignete ganze Zahl festgelegt werden, so wie es bei der Lichtgeschwindigkeit
und der Sekunde ja auch geschehen ist. Diese Zahl sollte der besseren
Anschaulichkeit halber die Anzahl der Atome in einem Wiirfel beschreiben, also
eine Kubikzahl sein. Im Bereich der bisherigen Anndherungen an die Avogadro-
Konstante gibt es nur zehn Kubikzahlen. Fox und Hill schlagen vor, unter diesen
zehn diejenige Zahl auszuwdhlen, die dem bisherigen besten Schiatzwert am ndchsten
liegt, ndmlich 844 468 893. Das Siliziumkugelexperiment kénnte weiter genauso
verlaufen wie bisher, aber jetzt wiirde die Avogadro-Konstante die Masse der Kugel
bestimmen, und anstatt die Kugel abzuwiegen, wiirde man mit Hilfe der Kugel die
Waage kalibrieren.

Der Vorschlag der beiden Mathematiker begeistert die zustandigen Physiker
offenbar wenig. Es ist nicht anders als in anderen Branchen auch: Wenn man an
Prestigeprojekten arbeitet, in die schon viel Geld geflossen ist, m6chte man gern
Ergebnisse sehen und eine Tafel «Hier entstand unter grofen Miihen das neue
Kilogramm» an sein Institut montieren. Dasselbe gilt natiirlich fiir die Konkurrenz
zwischen Wattwaage und Siliziumkugeln.



Anfang 2011 wurde der bisherige Zeitplan daher gekippt und die Neudefinition
auf die tiberndchste Konferenz im Jahr 2015 verschoben. «Ich hoffe, dass dann die
endgiiltige Entscheidung féllt», zitiert die BBC den ehemaligen BIPM-Direktor
Terry Quinn. «Aber es ist Wissenschaft, also wer weils.» Eines Tages wird es
jedenfalls so weit sein, und das neue Kilogramm kann dann als externer
Schiedsrichter zumindest Anhaltspunkte dafiir liefern, was die Kilogramm-
Prototypen unter ihren Glasstiirzen so treiben, wenn niemand guckt.



zur Inhaltsiibersicht

Krieg

— All other trades are contained in that of war.
— Is that why war endures?

— No. It endures because young men love it and old men love it in them.
— Those that fought, those that did not.

— That’s your notion.
Cormack McCarthy, «Blood Meridian»

Zum Krieg kommt es, so eine gdngige Annahme, wenn ein Staat einem anderen Staat
das Sandférmchen wegnimmt. Diplomatische Bemiihungen um die Riickgabe des
Sandférmchens scheitern, man haut einander mit der Plastikschaufel auf den Kopf,
und es gibt Geschrei. Danach hat entweder derjenige das Sandférmchen, der sich am
geschicktesten angestellt hat — die «rationalistische» Theorie des Krieges. Oder aber
beide Seiten heulen und wiinschen sich, sie hétten nie damit angefangen. Das ist die
Theorie vom Krieg als irrationaler Eskalation.

Die Vorstellung vom Krieg als rationalem Mittel der Aullenpolitik wurde in
Europa populdr, als man den DreiSigjdahrigen Krieg gerade so einigermalen
vergessen hatte. Fiihrt ein Herrscher zur Durchsetzung seiner Interessen einen Krieg
von liberschaubarem Umfang, dann lasst sich das Geschehen mit Hilfe solcher
Theorien gut erklaren. Nach dem Ersten Weltkrieg aber wollten diese Deutungen
nicht mehr so recht zu den Tatsachen passen, und es entstanden neue Theorien vom
Krieg als letztméglichem Ausweg in einer schwierigen Lage. In der zweiten Hélfte
des 20. Jahrhunderts breitete sich dann schlieRlich die Ansicht aus, der Krieg sei in
jedem Fall ein zu vermeidendes Debakel. Das hat unter anderem mit der Erfindung
der Atombombe zu tun. Um bei der Sandkastenmetapher zu bleiben: Wenn nach der
Auseinandersetzung das umstrittene Sandférmchen nicht mehr existiert und alle
Nachbarhduser in Schutt und Asche liegen, haben auch Aulenstehende ein Interesse
an der Vermeidung von Streit.

Seit einigen Jahrzehnten wird daher verstarkt daran geforscht, wie man Kriege
verhindern konnte. Ein Ansatz ist dabei die statistische Analyse vergangener Kriege:
Verschiedene Forschungseinrichtungen pflegen Datenbanken, in denen sie moéglichst
viele Details zusammentragen, die Einfluss auf das Kriegsgeschehen haben konnten.
Zwar ist kein Krieg wie der andere, aber es gibt Gemeinsamkeiten zwischen
Konflikten, und wenn es geldange, die zugrundeliegenden Regeln besser zu verstehen,



waren Kriege wahrscheinlich leichter zu beenden oder zu vermeiden. Die Kategorien
wie «Krieg», «Biirgerkrieg», «Kriegsende», «Demokratie», «Diktatur», die iiber
Aufnahme und Einordnung in eine solche Datenbank entscheiden, lassen allerdings
Spielraum fiir Interpretationen, und so gibt es eine ganze Reihe dieser Projekte mit
jeweils eigenen Datensammlungen.

Aus den darin zusammengetragenen Daten lassen sich Zusammenhédnge in groBer
Menge ableiten. Nur ein paar Beispiele: Je hoher die Zahl der Aullengrenzen eines
Landes, desto hoher ist die Kriegswahrscheinlichkeit. Staaten mit mehr Macht und
Status sind haufiger in Kriege verwickelt. Vorhandene Kriege in einer Region
erhdhen die Wahrscheinlichkeit weiterer Kriege. Dauerhafte Rivalitdt zwischen zwei
Staaten erhoht die Kriegswahrscheinlichkeit. Junge Demokratien sind dann
besonders konfliktgefdhrdet, wenn die umliegenden Lander keine Demokratien sind.
Ein hoher Anteil von Rohstoffexporten am Bruttoinlandsprodukt geht mit héherer
Konfliktwahrscheinlichkeit einher, ebenso wie das Vorhandensein von genau zwei
ethnischen Gruppen, eine ungleichmaRig im Land verteilte Bevolkerung, viel
Verwandtschaft im Ausland oder bergiges Geldnde. Politische Missstande hingegen
scheinen zumindest bei Biirgerkriegen keine groe Rolle zu spielen.

Diese Form der Analyse vergangener Kriege entspricht den im Kapitel
- Ubergewicht beschriebenen epidemiologischen Studien mit ihren Vor- und
Nachteilen. Eine Vielzahl verwirrender Variablen ist zu beriicksichtigen: der
Reichtum der untersuchten Staaten, ihre politische Stabilitit, die Vorgeschichte, der
Zustand der Nachbarldnder, klimatische und geographische Bedingungen,
Entfernungen, Allianzen, militdrische Verhéltnisse und so weiter. Das macht die
Verlockung fiir Forscher groR, so lange an den Daten herumzurechnen, bis das
gewiinschte Ergebnis herauskommt. Und beim Krieg ist es — anders als beim
Ubergewicht — aus praktischen, ethischen und finanziellen Griinden unméglich, die
so gewonnenen Hypothesen in kontrollierten Studien zu {iberpriifen. Man kann
schlecht vier Regionen mit Freiwilligen bevolkern — zwei davon als Kontrollgruppe
—, an den Parametern drehen und abwarten, ob es zum Krieg kommt. (Es diirfte sich
nicht einmal um Freiwillige handeln, wenn man realistische Bedingungen schaffen
will. Andererseits sind Zwangsumsiedlungen auch keine Losung. Empirie ist ein
schwieriges Geschaft.)

Deshalb lasst sich von allen so gewonnenen Erkenntnissen nur sagen, dass sie
gleichzeitig mit einer héheren oder niedrigeren Kriegswahrscheinlichkeit auftreten
(vorausgesetzt, die beteiligten Forscher haben im Statistiksemester aufgepasst, was
nicht immer der Fall ist), und nicht, dass das eine Phdnomen das andere auslost. So
gibt es zur oben erwdhnten Beobachtung vom «Ressourcenfluch» die Erklarung, dass
Rohstoffreichtum korrupte Regimes und Neid aus dem Ausland anzieht und damit
Konflikte auslést. Aber auch die umgekehrte Version klingt plausibel: Vielleicht
sind es Konflikte und Korruption, die den hohen Anteil von Rohstoffexporten am
Bruttoinlandsprodukt verursachen, weil die Wirtschaft sich nur dem einfachen



Abbau der natiirlichen Ressourcen widmen kann. Vermutlich ist man als Forscher
dankbar fiir Korrelationen wie die einer hoheren Kriegswahrscheinlichkeit in
bergigem Geldnde — immerhin ist in diesem Fall halbwegs klar, dass es nicht der
Krieg ist, der das Land bergig macht.

Eine Vielzahl an konkurrierenden Erkldarungen gibt es insbesondere fiir das
Phdanomen, dass demokratische Staaten keine Kriege gegeneinander fiihren. Nur
einige Beispiele: Demokratien verfiigen iiber grofere Ressourcen und sind daher
unattraktive Kriegsgegner. Die Signale der Kriegsbereitschaft oder -abneigung, die
Demokratien aussenden, sind weniger leicht durch die Machthaber zu manipulieren,
man kann einer Demokratie also bei Verhandlungen eher iiber den Weg trauen.
Demokratie gibt denjenigen eine Stimme, die am wahrscheinlichsten unter einem
Krieg zu leiden haben werden.

Falls der letzte Punkt eine Rolle spielt, wére allerdings zu kldren, warum
Demokratien weiterhin gegen nicht-demokratische Lander in den Krieg ziehen. Denn
Demokratien sind nicht generell netter, sie verhalten sich nur anderen Demokratien
gegeniiber friedlicher. Insgesamt fiihren sie nicht weniger Kriege als
undemokratische Lander. Manche Forscher vermuten daher, die Staatsform sei nicht
die Ursache des Phanomens, weil sich sonst ein allgemeiner Friedlichkeitseffekt
einstellen miisste. Eine der alternativen Hypothesen lautet: Es ist nicht die
Staatsform, die Demokratien davon abhélt, anderen Demokratien den Krieg zu
erkldren, sondern die Ahnlichkeit der Lander. Dafiir spricht, dass auch héchst
undemokratische Staaten untereinander seltener Krieg fiihren, als zu erwarten ware.
Die Regel vom Demokratienfrieden ware dann nur ein Sonderfall der Regel
«Ahnliche Linder fiihren keinen Krieg gegeneinander».

Von Thomas L. Friedman, einem amerikanischen Journalisten, stammt die
«Golden Arches Theory of Conflict Prevention»: Es gibt keinen Krieg zwischen
Landern mit McDonald’s-Filialen. Hier ist immerhin klarer als bei der
Demokratienregel, dass das nicht an McDonald’s liegt. Der Geschichte war die 1998
aufgestellte McDonald’s-Theorie allerdings egal. Kurz darauf bombardierte die
NATO Serbien, es gab Krieg zwischen Israel und dem Libanon sowie zwischen
Russland und Georgien, allesamt Lander mit McDonald’s-Filialen. Ein dhnliches
Schicksal kann auch der Demokratienregel noch bevorstehen, denn es fehlen nur
etwa zehn Kriege zwischen demokratischen Landern fiir einen Ausgleich der
Statistik.

Allgemeine Wirtschaftsfaktoren spielen ziemlich sicher eine Rolle, unklar ist nur,
an welcher Stelle der Kausalkette sie ins Spiel kommen. Ist die wirtschaftliche
Entwicklung die Basis fiir eine stabile Demokratie, macht eine Demokratie reich,
oder beides? Vielleicht ist auch ein dritter Faktor im Spiel, und wahrscheinlich sogar
ein vierter bis achtzehnter. Zum Beispiel konnte der Betrieb einer Marktwirtschaft
mit einer bestimmten Verhandlungs- und Vertragskultur einhergehen, die sowohl



eine demokratische Staatsform als auch Frieden nach sich zieht.

Eigentlich miisste man als Erstes herausfinden, welches der beiden eingangs
genannten Lager recht hat: Beruht Krieg auf rationalen Abwdgungen? Oder sind es
Fehleinschdtzungen und Wahrnehmungsverzerrungen, die quasi versehentlich zum
Krieg fiihren? Das ist zum Beispiel dann eine praxisrelevante Frage, wenn man eine
Politik der Abschreckung betreiben méchte. Abschreckung funktioniert nur dann
gut, wenn der Gegner die ungiinstigen Kriegsvoraussetzungen korrekt erkennt und
beriicksichtigt. Generell wére es zur Erhaltung des Friedens giinstig, zu wissen, ob es
eventuell gute Griinde fiir das gewaltsame Austragen von Konflikten gibt oder ob die
Beteiligten friedliche Losungen eigentlich vorziehen.

Anhénger der ersten Glaubensrichtung gehen davon aus, dass beide Seiten in
einem Krieg sich gut iiberlegen, was es zu gewinnen und zu verlieren gibt. Die
Kriegserkldrung ist kein Scheitern, sondern ein bewusster Schritt. Viele Brettspiele
funktionieren auf diese Weise. Allerdings hat die psychologische und
verhaltensokonomische Forschung in den letzten Jahrzehnten in zahllosen
unterhaltsamen Studien belegt, dass Menschen nicht besonders gut zu rationalen
Einschétzungen ihrer Situation und angemessener Planung in der Lage sind. Zwar
ware theoretisch denkbar, dass sich in einer grélleren Gruppe — also zum Beispiel
einer Regierung — die individuellen Fehleinschdtzungen gegenseitig aufheben. Dazu
miisste es sich um ein allgemeines Fehlen von Prazision handeln, es miissten zum
Beispiel manche Regierungsmitglieder zu iibermdfSigem Optimismus neigen und
andere zum Gegenteil, sodass sich im statistischen Mittel eine korrekte
Einschdtzung ergibt. Das ist aber nicht der Fall, es gibt eine Reihe von
Trugschliissen und Wahrnehmungsverzerrungen, die bevorzugt in eine bestimmte
Richtung wirken (siehe auch — Wissen). Unangemessener Planungsoptimismus, der
durch die Fakten nicht gestiitzt wird, ist eins dieser Probleme (und der Grund,
warum viele Heiratende trotz Kenntnis der Scheidungsrate iiberzeugt sind, dass ihre
Ehe ewig halten wird). Die groBere Gruppe hat also wahrscheinlich in einigen
Punkten auf dieselbe Art unrecht wie ein einzelner Mensch.

Ein Staat, der einem anderen den Krieg erklarte, hatte bis zum Jahr 1900 eine
Chance von iiber 70 Prozent, als Sieger aus diesem Krieg hervorzugehen. Seit 1945
liegt diese Chance nur noch bei einem Drittel, und selbst bei militdrischer
Uberlegenheit des Angreiferstaates kommt sie kaum iiber 40 Prozent hinaus. Der
Nutzen des Krieges hat also stark nachgelassen. Nicht aber seine Beliebtheit: Seit
1920 kommt es im Schnitt alle zwei Jahre zu einem gréfleren Krieg zwischen
Staaten. In einer rationalen Welt miisste das Kriegfiihren unbeliebter werden, sobald
es sich weniger lohnt. Dass das nicht der Fall ist, spricht eher dafiir, dass Krieg
durch Fehleinschitzungen zustande kommt oder zwar durch rationale Uberlegungen,
die aber nichts mit einem zu erwartenden Sieg zu tun haben.

Moglicherweise sind Konflikte ja gar nicht die Ursache des Krieges, sondern
werden absichtlich herbeigefiihrt oder als Vorwand benutzt, um einen Krieg zu



beginnen, den zumindest manche Beteiligte einfach wollen. Zum Beispiel, um das
Volk von Problemen im Landesinnern abzulenken oder weil man in den letzten
Jahrzehnten sehr viel Geld fiir Riistung ausgegeben hat und diese Ausgaben nicht
umsonst gewesen sein diirfen. Vielleicht streiten sich Staaten mit einem starken
Militdr einfach 6fter, so wie Menschen mit Rechtsschutzversicherungen bei
Konflikten etwas fiir ihre jahrelang gezahlten Beitrdage geboten bekommen wollen.
Und schlie8lich mochten auch die Angehorigen der Streitkrdafte mit den ganzen
aufregenden Gerdten wahrscheinlich nicht immer nur Manéver durchfiihren und
Platzpatronen verschielen. Es kommt der Tag, da will die Sdage sdgen.

Unter bestimmten Bedingungen macht Krieg offenbar vielen Menschen SpabR,
dafiir sprechen zumindest einige Regalkilometer Kriegsliteratur und die allgemeine
Begeisterung fiir Kriegsspiele. Zu diesen Bedingungen gehort es, dass man auf der
Gewinnerseite kampft und nach iiberschaubarer Zeit lebendig und im Besitz aller
Korperteile wieder nach Hause kommt, wo man einen hoheren Status genieft als
zuvor. Es geniigt, wenn der einzelne Kriegsteilnehmer die Chance auf einen so
vorteilhaften Ausgang fiir grofler hélt als die mit dem Einsatz verbundenen Risiken
oder seine Chancen, sich anderweitig Ansehen zu verschaffen. Und auch abgesehen
von Fun und Status konnen diverse Interessengruppen vom Krieg oder dessen
Verldngerung profitieren — zum Beispiel die Riistungsindustrie und private Séldner,
aber auch die Mitarbeiter von Hilfsorganisationen.

Wer daran glaubt, dass Krieg zumindest heimlich von einigen Beteiligten gar
nicht so ungern gesehen wird, miisste sich also strategisch fiir mehr Transparenz,
Riistungskontrolle, niedrige Militdrausgaben und besonders uncoole Uniformen
einsetzen. Hilfreich wdre vermutlich auch mehr Forschung zur Frage, ob realistische
Kriegsspiele der ohnehin vorhandenen Kriegslust ein gesundes Ventil bieten (das ist
die auch im Zusammenhang mit Pornographie umkampfte «Katharsistheorie») oder
ob sie den Glauben an Gewalt als Mittel zur Konfliktlésung erst so richtig beférdern.

1972 erweiterte der franzosische Soziologe Gaston Bouthoul die Diskussion um
eine These, die heute unter dem Namen Youth bulge bekannt ist. Sie wurde in den
80er und 90er Jahren seitens der CIA weiter ausgebaut und ist in Deutschland vor
allem durch das 2003 erschienene Buch «Séhne und Weltmacht» des Soziologen und
Wirtschaftswissenschaftlers Gunnar Heinsohn bekannt. Krieg wird dieser Theorie
zufolge durch einen Uberschuss junger Méanner ausgeldst, denen sich zu wenig
Beschaftigungs- und Aufstiegsmoglichkeiten bieten. Bouthoul sah das Problem im
«Anteil junger Mdnner zwischen 18 und 35 Jahren, der von wesentlichen
Wirtschaftsfunktionen freigestellt ist». Heute setzt man die verddchtige
Altersgruppe weiter unten an und vermutet Kriegsgefahr dort, wo die Altersgruppe
der 15- bis 24-Jdhrigen einen Anteil von 20 Prozent an der Gesamtbevolkerung
ibersteigt.

Zu so einem relativen Jugendiiberhang kommt es kurzfristig, wenn in einem Land



mit hoher Geburtenrate die Kindersterblichkeit sinkt. Ein ldnger anhaltender
Jugendiiberhang entsteht, wenn die Sterblichkeit unter Erwachsenen hoch ist. Das ist
in einigen Staaten Afrikas aufgrund von Aids der Fall. Anhdnger der Youth-Bulge-
Theorie fiihren unter anderem die Franzosische Revolution und die Napoleonischen
Kriege auf die vorher stark gesunkene Kindersterblichkeit zuriick. Es gibt
Ausnahmen in beiden Richtungen. Bangladesch, China, Brasilien und Sambia haben
einen ausgepragten Jugendiiberhang, aber dort herrscht schon lange Ruhe.
Umgekehrt passen der Zweite Weltkrieg und einige andere GroRRkonflikte nicht in
die These. Da aber auch die Vertreter der Youth-Bulge-These ihr Erkldarungsmodell
nicht fiir die letztgiiltige Erklarung samtlicher Kriege halten, geniigen ein paar
Ausnahmen nicht fiir eine Widerlegung. Statistische Uberpriifungen der Korrelation
von Youth bulge und kriegerischen Auseinandersetzungen geben bisher mal der
einen, mal der anderen Seite recht.

Der rationalistischen Kriegstheorie zufolge wire es billiger und effizienter, statt
des Krieges eine detaillierte Computersimulation zu veranstalten, deren Ergebnis
beide Seiten dann akzeptieren wie in einem Brettspiel. (Nur den Wahlern diirfte
schwer zu vermitteln sein, warum man iiber Nacht weite Landstriche an den
Nachbarn abtritt.) Falls die Anhdnger des Youth-Bulge-Modells recht haben, geniigt
eine solche Simulation aber nicht. Ein wichtiger Nutzen des Krieges besteht dann
gerade darin, dass Menschen sterben, und zwar auf beiden Seiten. Das macht es auch
fiir die schwachere Seite attraktiv, sich auf einen Krieg einzulassen, denn hinterher
sind viele Konkurrenten tot oder ausgewandert, und fiir die Uberlebenden wird es
leichter, sich Arbeit und Status zu verschaffen.

Der Jugendiiberhang als Kriegsausloser ist ein populdrer Erklarungsansatz, weil
insbesondere fiir Biirger jenseits der 25 der Verdacht naheliegt, dass junge Manner
ein Hauptquell von Unannehmlichkeiten in der Welt sind. Im Unterschied zu
Andersgldubigen oder Bewohnern anderer Lander darf man jungen Méannern noch
ungeniert und pauschal fiir alles Mogliche die Schuld geben. Sie haben keine Lobby
und keinen Anspruch darauf, dass man ihnen political correctness entgegenbringt.
Handelte es sich um junge Frauen, sdhe die Sache vermutlich anders aus. Aulerdem
sieht «Krieg beruht auf Ursache X» in den Medien besser aus als «Krieg wird durch
ein Zusammenspiel aus 25 bekannten und einer unbekannten Anzahl unbekannter
Faktoren ausgeldst». Wenn Krieg eine tiberschaubare Ursache hat, dann ldsst er sich
leicht vorhersagen, und man braucht nur einen iiberschaubaren Aufwand zu seiner
Vermeidung betreiben — in diesem Fall durch Familienplanung.

Kritiker der These wenden ein, es handle sich wie iiblich um eine Korrelation und
keinen Kausalzusammenhang. Lander, in denen viele 15- bis 24-Jdhrige leben,
unterscheiden sich auch in anderen Punkten von Nationen mit geringem oder ganz
fehlendem Bevolkerungswachstum. Der Jugendiiberhang kénnte ein Indikator
moglicher Probleme sein, das macht ihn aber noch nicht zur Ursache. Aullerdem ist
pauschale Verdachtigung von Bevolkerungsgruppen auch dann unfein und wenig



erkenntnisfordernd, wenn man die Gruppe zur Abwechslung durch Alter und
Geschlecht definiert anstatt durch Hautfarbe oder Religion. Und schlieRlich kommt
nicht immer, wenn die Jugend unzufrieden ist, gleich ein Krieg dabei heraus. Oft
genug entstehen auch neue Musikrichtungen, friedliche soziale Umwélzungen oder
das Internet.

Es sieht nicht so aus, als gdbe es eine einzelne notwendige oder hinreichende
Ursache fiir Kriege. Ahnlich wie bei der - Erdbebenvorhersage kann man
statistische Vorhersagen treffen, wie viele Kriege in den nachsten Jahren ausbrechen
werden, aber wann und wo das passieren wird, ist eine viel schwieriger zu
beantwortende Frage. Die Kriegsvorhersage ist aber ein noch wesentlich
komplizierteres Geschaft als die Erdbebenvorhersage. Schon die Frage nach dem
Warum ist bei Erdbeben einfacher zu beantworten, und nach aktuellem
Wissensstand sind bei Erdbeben immerhin keine persénlichen Entscheidungen im
Spiel.

Eines Tages wird sich das alles bessern, immerhin verfiigen wir heute auch tiber
eine recht zuverldssige Wettervorhersage und miissen uns nicht mehr auf Regeln
verlassen, die mit «Krdht der Hahn auf dem Mist» beginnen. Wer seine Chancen auf
ein friedliches Leben optimieren mochte, ldsst sich bis zur Kldarung der Details am
besten erst mal in einem von Demokratien umgebenen, {iberwiegend flachen,
gleichmaRig besiedelten Land mit uncool gekleideter Armee und geringen
Rohstoffexporten nieder, in dem nicht allzu viele junge Méanner wohnen.



zur Inhaltsiibersicht

Lebenserwartung

Ich warte auf den Tod und auf Journalisten.
Jeanne Calment

Dass wir eines Tages sterben werden, gilt als einigermallen gesichert. Zumindest ist
von den bisher geborenen Menschen noch niemand nachweislich élter als 122 Jahre
geworden — in diesem Alter starb 1997 die oben zitierte Rekordhalterin Jeanne
Calment. Das Argument ist nicht ganz wasserdicht, beispielsweise stand lange Zeit
kein Mensch auf dem Mond, ohne dass sich so die prinzipielle Unméglichkeit
menschlichen Auf-dem-Mond-Stehens hitte beweisen lassen. Aber verglichen mit
dem Unwissen, das sich rund um das Ende unseres Lebens anhéuft, ist das Sterben
selbst eine relativ gut belegte Tatsache. Umstritten hingegen ist nicht nur, warum
das Leben eigentlich enden muss und ob nach dem Sterben noch etwas passiert,
sondern auch, warum und wohin sich der Zeitpunkt dieses Endes verschiebt.

Die Lebenserwartung hat sich weltweit in den letzten 200 Jahren fast verdoppelt.
1840 lag sie fiir Mddchen in Nordeuropa zum Zeitpunkt der Geburt bei etwa 45
Jahren. Heute in Deutschland geborene Madchen haben voraussichtlich 82 Jahre vor
sich. Diese Vorhersage beruht auf der Annahme, dass die Lebensumstédnde und
Sterblichkeitsraten von heute konstant bleiben. Allerdings weils man iiber diese
Umstdnde eines ziemlich genau: Konstant bleiben war bisher nicht ihre Starke.

Stellen Sie sich vor, Sie sind Teilnehmer einer Quizshow. Ihre Aufgabe ist es, die
bisherige Entwicklung der Lebenserwartung in den Industrieldndern in einer Kurve
darzustellen. Sie beginnen mutig mit einem steilen Anstieg irgendwo im 19.
Jahrhundert, als man die Bazillen und die Niitzlichkeit des Hindewaschens entdeckt.
Im 20. Jahrhundert werden die Antibiotika erfunden, das Sterben an
Infektionskrankheiten ldsst nach, Sie vermerken einen weiteren Sprung in der Kurve.
In jiingerer Zeit ist das Leben bekanntlich ungesiinder geworden, es gibt kaum etwas,
wovon man nicht Krebs bekommt, also wird die Kurve sich gegen Ende etwas
abflachen. Richtig? Der Showmaster schiittelt den Kopf und iiberreicht Thnen eine
Solartaschenlampe als Trostpreis.

In Wirklichkeit ist die gesuchte Kurve gar keine Kurve, sondern eine gerade Linie.
In den Rekordhalterldndern ist die Lebenserwartung in den letzten 150 Jahren
gleichmaRig um etwa drei Monate pro Jahr gestiegen. Fiir die Forschung wire es
angenehmer, wenn die Entwicklung in eindeutigen Spriingen verlaufen wiirde, weil



die Ursachen der allgemeinen Lebensverlangerung dann offensichtlicher waren.
Aber in der komplizierten Welt, in der wir stattdessen leben, ist umstritten, welche
Faktoren eigentlich fiir den Anstieg der Lebenserwartung verantwortlich sind. Es ist
ein schwieriges Unterfangen, aus den vorhandenen Daten etwa den Einfluss des
medizinischen Fortschritts zu ermitteln. Menschen beharren ohne Riicksicht auf die
Bediirfnisse der Forschung darauf, immer mehrere Aspekte ihres Verhaltens auf
einmal zu verdndern, und zwar nicht etwa zur selben Zeit wie ihre Nachbarn.
Wissenschaftler hétten es leichter, wenn alle Biirger eines Landes gleichzeitig in
Fiinfjahresschritten eine und nur eine ihrer Gewohnheiten dndern wiirden.

Weil sich das aber nicht einmal in Diktaturen bewerkstelligen ldsst, wissen wir
zum gegenwartigen Zeitpunkt nur, dass wir unsere hohe Lebenserwartung einem
komplexen Zusammenspiel aus medizinischen Fortschritten, Hygiene, verbessertem
Schutz vor Unféllen, gesiinderer Erndhrung und giinstigeren Lebensgewohnheiten
verdanken. Die Medizin spielt dabei nicht die Hauptrolle — die wenigen Studien, die
sich darum bemiihen, ihren Einfluss ndher zu bestimmen, fiithren nur etwa 20 bis 40
Prozent des Zuwachses auf den Einfluss besserer medizinischer Versorgung zuriick.

Entsprechend schwierig ist es umgekehrt, herauszufinden, warum die
Lebenserwartung in manchen Landern hinter dem Trend zuriickbleibt. Aufféllig sind
hier insbesondere die Niederlande und die USA, wobei die Lebenserwartung dort
nicht etwa sinkt oder stagniert — sie steigt lediglich langsamer als in den iibrigen
Industrienationen. Auch die Entwicklung der Lebenserwartung in Russland ist
verwirrend, denn zum einen war sie in den letzten 25 Jahren starken Schwankungen
unterworfen, zum anderen sterben gerade Manner in Russland ungew6hnlich friih,
im Schnitt mit 61 Jahren. Einer Theorie zufolge ist der hohe Alkoholkonsum der
Russen zu einem Grofteil fiir diese Lebensverkiirzung verantwortlich, aber da die
wenigsten Patienten ehrliche Auskunft iiber ihr Trinkverhalten erteilen, ist auch
diese Frage wieder nicht so leicht zu klaren.

«Noch kennen wir die Voraussetzungen des besonders langen Lebens nicht»,
schreiben die Altersforscher James W. Vaupel und Kristin G. von Kistowski. «Die
Wissenschaft hat wenig mehr zu bieten, als in jenen Ratschldgen steckt, die Miitter
gern erteilen: viel Gemiise essen, iiberhaupt mallvoll und regelmaRig essen, sich
viel, aber nicht zu viel bewegen, nicht rauchen und nicht betrunken Auto fahren,
lesen und sich bilden, sich bei Kilte eine Miitze aufsetzen — und das Leben
genielen.»

Fest steht, dass es hilfreich ist, eine Frau zu sein — westdeutsche Frauen lebten
1950 knapp vier Jahre ldnger als Méanner, heute ist der Abstand auf iiber sechs Jahre
gewachsen. Mit den Spekulationen, wie es dazu kommt, lieSe sich ein weiterer
Lexikonbeitrag fiillen. Studien in Klostern, wo der Lebenserwartungsabstand
zwischen Monchen und Nonnen nur etwa ein Jahr betrdgt, deuten jedenfalls darauf
hin, dass die Lebensweise eine groere Rolle spielt als die biologische Veranlagung.
Auch in Zwillingsstudien sieht es so aus, als gehe nur etwa ein Viertel der Variation



in der Langlebigkeit auf genetische Unterschiede zurtick.

Der Anstieg der Lebenserwartung ist bisher nicht zum Stillstand gekommen, und
er wird es voraussichtlich auch nicht in naher Zukunft tun. Wenn ein Ende der
Entwicklung in Sicht wére, miisste die Lebenserwartung in den Erstweltlandern
langsamer steigen als in den weiter zuriickliegenden Landern; die Kurve wiirde
abflachen. Eine solche Abflachung ist aber nirgends in Sicht — im Gegenteil, gerade
in den fithrenden Landern und bei den ohnehin schon langlebigeren Frauen steigt die
Lebenserwartung besonders schnell.

Das hat Forscher nicht davon abgehalten, ein solches Ende immer wieder
anzukiindigen. Die Altersforscher Stuart Jay Olshansky und Kollegen etwa
kiindigten 2005 an, die Lebenserwartung der Amerikaner werde kiinftig nicht nur
nicht weiterwachsen, sondern sogar zuriickgehen, und zwar wegen des
- Ubergewichts weiter Bevolkerungsteile. Die knapp hundertjihrige Geschichte
solcher Vorhersagen ist allerdings bisher nicht sehr erfolgreich verlaufen. Der
Versicherungsstatistiker Louis Dublin errechnete 1928, dass der Anstieg der
Lebenserwartung bei 64,75 Jahren zum Stillstand kommen werde — sie lag damals in
den USA bei 57 Jahren. Die Frauen Neuseelands hatten Dublins Vorhersage
allerdings schon zum Zeitpunkt der Veréffentlichung iiberholt. Er korrigierte seine
Aussage, islandische Frauen bewiesen, dass auch der neue Wert von 69,93 Jahren zu
niedrig lag, Dublin erhohte auf 70,8 Jahre, die Frauen Norwegens wurden umgehend
noch dlter. Anderen Forschern erging es nicht besser. Bisher dauerte es im Schnitt
fiinf Jahre, bis Vorhersagen einer konkreten Obergrenze von den Tatsachen iiberholt
wurden. Die Vereinten Nationen haben in ihren regelméfSig tiberarbeiteten «World
Population Prospects» die geschatzte Obergrenze der durchschnittlichen
Lebensdauer bei Frauen seit 1973 um fiinfzehn Jahre verschoben. Wenn die
bisherige Entwicklung anhilt, steht Frauen in einigen Landern in der zweiten Halfte
des 21. Jahrhunderts ein hundertjdhriges Leben bevor.

Ob es dazu tatsdchlich kommt, ist eine Frage, fiir deren Antwort sich neben den
beteiligten Forschern auch Versicherungen und Politiker interessieren.
Versicherungen wiirden gern ihre Beitrdge entsprechend gestalten, Politiker mdchten
bei ihrer Planung von Altersvorsorge und Rentenalter wenigstens nur so weit wie
iblich danebenliegen und nicht noch weiter. Unter den Forschern wiederum gibt es
zwei Lager: Auf der einen Seite stehen diejenigen, die an eine charakteristische,
festgelegte Lebenserwartung des Menschen glauben und davon ausgehen, dass wir
diesen Maximalwert in naher Zukunft erreichen. Die Gegner dieser These verweisen
auf die geringe Haltbarkeit aller bisherigen Vorhersagen. Einerseits scheinen die
Anhénger der «Das geht nicht mehr lange so weiter»-Theorie den gesunden
Menschenverstand auf ihrer Seite zu haben; schlieflich behauptet kaum jemand
ernsthaft, der Mensch sei eventuell unsterblich. Andererseits ist genau der Umstand,
dass sich diese Hypothese so richtig anfiihlt, ein Teil des Problems. Menschen



neigen auf den verschiedensten Gebieten zu der nicht immer gut fundierten
Annahme, erstens werde sich in Zukunft alles genauso weiterentwickeln wie bisher,
zweitens aber nur noch fiir kurze Zeit, und dann sei drittens der Ofen aus.
Tatsdchlich befinden wir uns aber nicht kurz vor dem Ende aller denkbaren
Entwicklungen, sondern mittendrin. Daher ist nicht nur umstritten, an welchem
Punkt die menschliche Lebenserwartung zum Stillstand kommen wird, sondern auch,
ob damit tiberhaupt zu rechnen ist.

Betrachten wir zum Vergleich die Frage, ob es eine Bestzeit im Hundertmeterlauf
gibt, die niemand mehr unterbieten kann. Hier ist klar, dass der Rekord nicht eines
Tages bei null Sekunden liegen wird. Die Verbesserungsmoglichkeiten gelten schon
seit einiger Zeit als weitgehend ausgereizt. Trotzdem gelang es Usain Bolt 2008,
nicht nur den Rekord zu brechen, sondern dabei auch die Vorhersagen iiber den
Haufen zu werfen: Seine Zeit von 9,69 Sekunden tauchte im gangigen Modell erst
im Jahr 2030 auf, und die vorausgesagte «endgiiltige Rekordzeit» (um die 9,45
Sekunden) musste weiter nach unten korrigiert werden. Das Blog Wired Science
zitierte in diesem Zusammenhang den Physiologen und Biomechaniker Peter
Weyand mit der Aussage, mathematische Modelle konnten nie vorhersagen, wie
schnell Menschen eines Tages laufen werden. «Vorhersagen sind eine schéne
Sache», so Weyand, «aber mit Wissenschaft hat das wenig zu tun. Man setzt dabei
voraus, dass alles, was in der Vergangenheit passiert ist, in Zukunft genauso
weitergehen wird.»

Diesen Gefallen aber tut die Zukunft dem Menschen nur selten. Und nicht nur die
Techniken und Praktiken, die zu den jeweiligen Rekorden fiihren, verdndern sich,
auch auf die Rahmenbedingungen ist kein Verlass. Im 19. Jahrhundert wurde das
jeweils schnellste Passagierschiff auf der Transatlantik-Route von Europa nach New
York mit dem «Blauen Band» ausgezeichnet. Die Reisezeit verkiirzte sich von iiber
zwei Wochen im Jahr 1838 auf knapp vier Tage im Jahr 1952. Danach wurde das
«Blaue Band» nicht mehr verliehen. Die grofen Auswanderungswellen waren vorbei,
Passagierfliige in die USA waren erschwinglich geworden, und es interessierte
einfach niemanden mehr, wie viele Tage die Schiffsreise dauerte.

Mit zunehmendem technischen Fortschritt auf einem bestimmten Gebiet miissen
urspriinglich simple Fragen immer starker durch Definitionen und Regelwerke
eingegrenzt werden. Diesen Prozess kann man bei vielen olympischen Disziplinen
beobachten, und auch in der Zukunft des 100-Meter-Rekords wird es in erster Linie
das Internationale Olympische Komitee sein, das die Grenzen vorgibt. Heute
bestimmt das Dopingverbot die erreichbare Bestzeit wesentlich mit, in Zukunft
werden Beschrankungen fiir den Einsatz neuer Biotechnologien durch Sprinter
hinzukommen.

Womoglich entscheidet sich auch die Frage nach der Lebenserwartung eines
Tages auf diese etwas unbefriedigende Art. Jeder Mensch kann sich nach dem dritten
Bier problemlos Zukunftsszenarien ausmalen, die Forscher zur Einfiihrung neuer



Fulinoten an ihrer Lebenserwartungsdefinition nétigen. Wenn sich jedes Organ im
Labor erzeugen oder zum Nachwachsen bewegen liefSe wie die Zdhne eines Hais,
wadre das Alter zumindest reicher Menschen bald so schwer zu benennen wie das
eines historischen Schiffs, bei dem jedes Stiick Holz mehrmals ausgetauscht wurde.
Und falls sich eines Tages doch noch herausstellen sollte, dass man das menschliche
Denkvermégen aus dem Gehirn heraus- und in ein Gerit hineinlocken kann, werden
ebenfalls neue Definitionen fallig.

Ubrigens ist auch die Lebenserwartung von Hauskatzen in den letzten 40 Jahren
um etwa zehn Jahre angestiegen. Aus den zwei Datenpunkten Mensch und Katze darf
man allerdings nicht gleich ableiten, dass einfach alles immer &lter wird und die
Eintagsfliege demndchst in Dreiwochenfliege umbenannt werden muss. Die Frage
nach der maximal erreichbaren Lebensdauer hat jedenfalls im Vergleich zu vielen
anderen offenen Forschungsfragen einen wesentlichen Vorzug: Sie ldsst sich
wahrscheinlich durch Abwarten beantworten. Im besten Fall wird uns das Ergebnis —
wie beim «Blauen Band» — eines Tages einfach nicht mehr so interessieren.



[zur Inhaltsiibersicht

Links und rechts

Er wusste, dass eine von beiden Pfoten die rechte war, und er wusste auch, dass, sobald man festgestellt hat,
welche die rechte war, die andere die linke sein musste, nur konnte er sich nie entsinnen, auf welcher Seite
man anfangen musste.

A. A. Milne, «Pu, der Bar»

Zu den grollen Fragen der Menschheit gehort — neben «Woher kommen wir?»,
«Wohin gehen wir?» und «Nehmen wir das Auto, oder wollen wir unterwegs was
trinken?» — auch die Spiegelfrage: «Warum vertauscht ein Spiegel links und rechts,
nicht aber oben und unten?» Jeder Mensch, der diese Frage fiir sich selbst entdeckt
und beantwortet hat, hat dabei tiefe Einsichten in die Natur des Universums erhalten
und ist der Erlésung durch Weisheit einen guten Schritt ndhergekommen. Wem die
Frage hier zum ersten Mal begegnet, der hat seine Chance auf Erlosung leider
verspielt und muss auf die Antwort noch bis zum Ende des Beitrags warten. Na ja, es
gibt Schlimmeres.

Die Lechts-rinks-Schwidche zum Beispiel, eine kuriose psychologische Stérung,
an der Umfragen zufolge zwischen 20 und 30 Prozent der Bevilkerung zumindest
zeitweise leiden und die kurzzeitig oder dauerhaft zu Verwirrungen dartiber fiihrt, an
welcher Hand der Daumen links ist (es ist die rechte). Sie hat mit dem
Spiegelproblem gemein, dass sie nur links und rechts betrifft und nicht auch oben
und unten, ist aber fiir Betroffene in der Regel deutlich lastiger als ein Spiegel. Das
kann jeder bestdtigen, der schon mal Fischmesser (rechts) mit Fleischgabel (links)
verwechselt hat.

Was bei der Richts-lenks-Schwiche eigentlich kaputt ist im Kopf, weild die
Hirnforschung bislang nicht so genau. Das liegt zum Teil daran, dass die Forscher
schon gar nicht so genau wissen, wie die Unterscheidung von links und rechts
eigentlich normalerweise funktioniert. Viel von unserem Wissen {iber die normale
Funktion des Gehirns hat die Wissenschaft paradoxerweise aus Lasionsstudien
gelernt, also aus kaputten Gehirnen. Eins der beriihmtesten gehorte dem
Gleisarbeiter Phineas Gage, dem bei einem Unfall eine Metallstange durch die Stirn
getrieben wurde und der sich daraufhin seltsam verhielt. Die zusehenden
Gleisarbeiter haben vermutlich die Achseln gezuckt und gesagt: «Wenn mir eine
Stange durch die Stirn flége, bendhme ich mich auch seltsam», und weiter am Gleis
gearbeitet. Hirnforscher aber schlossen aus dem Vorfall, dass der beschadigte



Stirnlappen fiir die Dinge zustdndig gewesen sein muss, die Gage nach dem Unfall
schlechter konnte als vorher, namlich Zukunftsplanung und verantwortliches
Handeln. Mit diesem schonen Kniff hat die Neurowissenschaft iiber die Jahrzehnte
anhand von Unfallopfern und Schlaganfallpatienten eine lange Liste von
Hirnregionen gesammelt, deren Beschdadigung spezifische Ausfdlle verursacht.

Lastig an der Methode war nur, dass man immer warten musste, bis mal
jemandem was Interessantes passiert. Das dnderte sich Mitte der 1980er Jahre, als
eine britische Forschergruppe in Sheffield erstmalig gezielt mit Magnetfeldern auf
Kopfe schoss. Mit Hilfe einer magnetischen Spule, die in der fiir Handbewegungen
zustandigen Region gegen den Kopf gehalten wurde, konnte die Gruppe
Handbewegungen auf der gegeniiberliegenden Korperseite auslésen ( — Rechts und
links). Man stellt sich das so vor, dass die Magnetfelder im drunterliegenden Gehirn
elektrische Felder erzeugen, die die zustdndigen Gehirnzellen dazu bringen, Signale
auszusenden, obwohl sie selbst das gar nicht wollen. Der so magnetisch angefeuerte
Mensch hat tibrigens den Eindruck, dass sich seine Hand ohne sein Zutun bewegt
hat.

In den darauffolgenden Jahren wurde diese Methode, die man transkranielle
Magnetstimulation, oder kurz TMS, nennt, weiterentwickelt, und heutzutage lassen
sich nicht nur Gehirnregionen per Magnetpuls zur Aktivitdt anregen, sondern auch
im Rahmen sogenannter «virtueller Lasionen» zeitweise ausknipsen. Dass man nicht
genau weil}, was dabei eigentlich mit den Neuronen passiert oder wie lange die
Effekte anhalten, stort die Anwender nicht weiter, und die Kritiker kann man
praktischerweise mit einem Magnetpuls {iber dem Sprachzentrum zum Verstummen
bringen — oder eben mit dem Hinweis, dass es nicht so furchtbar wichtig ist, wie die
magnetischen Pulse das Gehirn verdndern, sondern dass sie es tun und was dann
passiert.

Mit dieser magnetischen Schrotflinte hat man nun Probanden virtuelle — Locher
in die GroBhirnrinde geschossen, da, wo Hinterhaupts-, Schldfen- und Scheitellappen
zusammentreffen, eine Ortsbeschreibung so zauberhaft schon, man mochte sie
gleich nochmal hinschreiben. Und dieser Magnetbeschuss im Dreilappeneck fiihrt
tatsdchlich zu einer voriibergehenden Renks-lichts-Schwéche, allerdings
ironischerweise vorwiegend, wenn der Beschuss auf einer der beiden Kopfseiten
erfolgte: Die Neigung, rechts und links zu velwechsern, wohnt selbst eher auf der
rechten Seite des Gehirns und findet deshalb vermutlich abends 6fter mal nicht nach
Hause.

Das fiihrt gradewegs zu einem weiteren ungekldrten Rechts-links-Problem, der
Lateralitdt der menschlichen Gehirnfunktionen ndmlich. Die populédren
Behauptungen dazu sind zwar iberwiegend Mythen — weder ist die rechte Hirnhélfte
ein brotloser Kiinstler, noch die linke ein analytischer Meisterdetektiv —, aber dass
die beiden Halften verschiedene Tatigkeitsschwerpunkte haben, ist unbestritten, und
einige dieser Schwerpunkte kennt man auch schon. Die linke Hemisphdre dominiert



zum Beispiel das Sprechen, die rechte die Orientierung im Raum sowie die
Wahrnehmung und Produktion von Musik, die linke arbeitet eher seriell und widmet
sich Details in Folge, wahrend die rechte eher aufs Ganze sieht. Das alles weill man
aus Untersuchungen von «Split Brain»-Patienten, denen aus medizinischen Griinden
die Verbindung zwischen den beiden Hirnhélften durchtrennt werden musste — oft,
um epileptische Anfdlle zu unterbinden. So getrennte Menschen verhalten sich auf
den ersten Blick ganz normal, jedenfalls nicht anders als vor der Operation, aber
schaut man genauer hin, stellt man Merkwiirdiges fest: Es scheint, als teilten sich in
solchen Patienten zwei Gehirne einen Korper. Durch geschickte Wahl der
Versuchsanordnung kann man gezielt mit der einen oder der anderen Halfte in
Kontakt treten, was — wie zu erwarten — zu sehr seltsamen Situationen fiihrt.

In einem der beriihmtesten Experimente wird den Probanden in ihrem linken und
in ihrem rechten Gesichtsfeld je ein Bild gezeigt. Die linke Gehirnhdlfte sieht nur
das rechte Bild, in diesem Fall eine Schneelandschaft, und die rechte Halfte sieht
links ein Huhn (zu dieser Vertauschung von links und rechts gleich mehr). Fordert
man nun den Probanden auf, mit der rechten und der linken Hand je ein zum Bild
passendes Kértchen aus einem Sortiment auszuwdhlen, dann wahlt die linke
Gehirnhilfte, die das Huhn gesehen hat, ein Hiihnerbein und die rechte, die die
Schneelandschaft sah, eine Schippe. Interessant wird es nun, wenn man den
Probanden bittet, die Wahl der Schippe zu erkldren. Die linke Hirnhélfte steuert die
Sprache, deshalb ist sie es, die antwortet, und zwar, dass man mit einer Schippe
prima den Hiihnerstall ausmisten kann. Das ist zwar plausibel, gleichzeitig aber auch
von der linken Hirnhélfte, die vom Schnee nichts gesehen hat, ausgedacht. Das
vielleicht pikanteste Detail des Experiments ist, dass den Probanden — genauer
gesagt ihrer linken Hirnhélfte — diese Erfindung nicht bewusst ist.

Hierin liegt ein méglicher Schliissel dazu, warum es diese Lateralisierung der
Gehirnfunktionen {iberhaupt gibt: Im Zuge der Evolution der h6heren
Gehirnfunktionen, besagt eine Theorie, hitte es ziemliches Durcheinander im Kopf
gegeben, wenn beide Halften nebeneinanderher dieselben Verarbeitungen
durchgefiihrt hdtten und am Ende womoglich zu unterschiedlichen Ergebnissen
gekommen wiéren. Bei der Losung von Konflikten hilft es bekanntlich, wenn man
einen der Konfliktpartner wegevolviert, und so kam es, dass viele hohere Funktionen
auf nur einer Seite bearbeitet wurden. Das klingt logisch, deshalb muss es aber noch
lange nicht wahr sein. Es gibt ein Detail, das die ganze Geschichte gleich wieder
fragwiirdig erscheinen ldsst: Starke Lateralisierung namlich tritt (iberwiegend bei
Rechtshdndern auf — bei Linkshédndern ist die Verteilung der Gehirnfunktionen sehr
viel ausgewogener. Wenn aber parallele Verarbeitung zu innerer Verwirrung fiihrt
und die innere Verwirrung dazu, dass man vom Tiger gefressen wird oder vom Baum
fallt, dann ware seltsam, dass Linkshdnder nicht langst aufgegessen sind.

Aber das ist nicht das Einzige, was an der Aufteilung der Menschen in Rechts-



und Linkshdnder sonderbar ist. Menschen halten sich ja gerne mal fiir was
Besonderes, die Liste der Fahigkeiten und Eigenschaften, von denen man
irgendwann mal dachte, der Mensch allein habe sie, ist lang, aber die Liste derer, bei
denen das auch tatsdchlich stimmt, wird bestdndig kiirzer. Handigkeit stand wie
praktisch alles andere auch mal auf der ersten der beiden Listen. Erst dachte man,
Tiere hatten keine Handigkeit und das Auftreten beim Menschen hinge mit der
lateralisierten Entwicklung der Sprache zusammen. Dann machten sich Biologen die
Miihe, tatsachlich nachzusehen, und es stellte sich heraus, dass nahezu alle Tiere
Asymmetrien aufweisen. Bei den meisten untersuchten Spezies benutzen Individuen
bevorzugt eine Hand, Pfote, Tatze oder Flosse, aber ob das dann die linke oder rechte
ist, verteilt sich in der Population zuféllig und hdangt mehr davon ab, mit welcher
Seite das junge Tier seiner Mutter zuerst die Hand gibt, als von genetischen
Einfliissen. Als man in den 70ern versuchte, rechtspfotige Mduse zu ziichten — aus
wissenschaftlicher Neugier, nicht etwa, weil die beim Mauseboxen einen Vorteil
hatten —, klappte das iiberhaupt nicht: Die Pfotigkeit der Maus und vieler anderer
Tiere ist tatsdachlich nicht nachweisbar genetisch bedingt, sondern scheint zuféllig zu
sein.

Deutlich weniger zufdllig geht es beim Menschen zu, wo eine grole Mehrheit
rechtshédndig ist, wiederum eine Mehrheit des Rests linkshdndig und die tibrigen
entweder wechselhédndig sind, also fiir verschiedene Aufgaben verschiedene Hinde
bevorzugt benutzen, oder — und das kommt am seltensten vor — echt beidhandig.
Genaue Zahlen sind dazu nicht zu bekommen, weil es gar kein allgemein
akzeptiertes Kriterium fiir Hindigkeit gibt, aber der Anteil an Rechtshdndern liegt
beim Menschen in der Grélenordnung von 80 bis 90 Prozent, und diese Verhdltnisse
bleiben auch iiber Kulturgrenzen hinweg stabil. Frauen sind statistisch ein bisschen
weniger rechtshdndig als Manner, was moglicherweise mit dem Sexualhormon
Testosteron zusammenhangt, dem Frauen im Mutterleib weniger ausgesetzt sind als
Mainner. Was das fiir die Entwicklung der Embryonen bedeutet, ist allerdings schon
in der Geschlechtsforschung sehr umstritten, und eindeutige Belege sind schwer zu
bekommen.

Man weil3 also ein bisschen was dariiber, womit Rechts- oder Linkshandigkeit so
zusammen auftritt, aber im Ganzen tappt man im Dunkeln, was den Grund fiir die
iiberwiegende Rechtshandigkeit des Menschen angeht. Klar ist nur, dass die
Héandigkeit auch irgendwie mit der Asymmetrie zwischen linker und rechter
Gehirnhdlfte zu tun hat. Zum Beispiel sind, wie oben erwdhnt, Linkshdanderhirne
weit weniger lateralisiert als Rechtshanderhirne. Aber auch da ist reichlich unklar,
wozu das eigentlich gut sein konnte. Oder, wenn es womdglich zu gar nichts gut sein
sollte, wozu das dann wieder gut ist.

Interessanterweise sind die einzigen Tiere, bei denen anndhernd vergleichbare
Verhiltnisse gefunden wurden, Papageien, die KlugscheilSer unter den Voégeln. Die
meisten Papageienarten benutzen fiirs Aufsammeln der Dinge, die Papageien gut



finden, ndmlich die linke Kralle. Man fragt sich natiirlich sofort, warum sie die linke
und nicht wie Menschen die rechte Seite bevorzugen und was das eigentlich fiir
Dinge sind, die Papageien so gut finden, dass sie sie aufsammeln wollen. Man wird
nicht sonderlich tiberrascht sein, dass es auf diese Fragen — bis auf die letzte — noch
keine sonderlich plausiblen Antworten gibt. Eine Theorie besagt, dass Vorlieben fiir
bestimmte Krallen bei Vogelarten auftreten, die ihre Krallen zum Beispiel zum
Scharren nach Futter oder beim Fressen benutzen. So findet man bei Hiihnern eine
Vorliebe fiir die rechte Kralle, bei Tauben dagegen keine. Wenn das ein allgemeines
Prinzip sein sollte, wére jedoch nicht einzusehen, dass auller den Menschen keine
Primaten gefunden wurden, bei denen klare Handigkeit auftritt. Die Antwort auf die
Frage nach den Aufsammelvorlieben von Papageien ist iibrigens: Das hdangt vom
Papagei ab.

Aber zuriick zur oben aufgeworfenen Vertauschung von links und rechts im
Sehsystem und bei der Korpersteuerung: Bei den allermeisten Tierarten ist die linke
Gehirnhilfte fiir die rechte Kérperhdlfte zustandig und umgekehrt, und auch das
Sehfeld ist so aufgeteilt: Was links zu sehen ist, wird vom rechten Gehirn bearbeitet.
Warum das so ist, ist unbekannt. Physiologisch funktioniert es jedenfalls so, dass die
Nervenfasern des Riickenmarks auf einer bestimmten Ebene im Hirnstamm mit ihrer
eigenen Korperseite nichts zu tun haben wollen und demonstrativ die Seite
wechseln. Vielleicht leiden sie auch nur an Rents-lichks-Schwéche und verlaufen
sich. Das kann im Hirnstamm schon mal passieren. Beim Sehnerv ist die Sache
deutlich weniger dramatisch, weil die Sehnerven sich ohnehin hinter den Augen im
«optischen Chiasma» treffen. Dort wechseln dann einfach die Fasern, die jeweils von
der Netzhauthilfte kommen, die der Nase naher ist, die Seite. Die nasennahe
Netzhaut des linken Auges sieht die linke Welthélfte und die des rechten die rechte.
Weil genau diese Fasern aber auf dem Weg zum Gehirn die Kopfseite wechseln,
sieht jetzt die linke Gehirnhélfte die rechte Welthélfte und umgekehrt. Wollte man
stattdessen die linke Hirnhélfte die linke Welthélfte sehen lassen, miissten einfach
nur die Fasern der nasenfernen Netzhdute die Seite wechseln, was auch nicht mehr
oder weniger Arbeit wire.

Eine der schliissigeren Theorien fiir diese Dekussation, das Vertauschen von
Korper- und Hirnhdlfte: In grauer Vorzeit lebte einmal ein flunderartiges Tier, das
seines Flunderdaseins iiberdriissig wurde. Wenn aufrecht schwimmende Fische sich
flach legen, wandert das Auge, das dann eigentlich unten ldge, an die Oberseite, und
weil manche Flundern sich linksrum und andere sich rechtsrum legten, gibt es
heutzutage Linksaugenflundern und Rechtsaugenflundern. Im Einklang mit der
Verwirrung in der Vogelklassifikation, wo Amseln Drosseln sind, nennt man die
Linksaugenflundern iibrigens Butte. Taxonomen wollen offenbar auch ihren Spaf§
haben.

Die vorgeschichtliche Flunderartige nun kdnnte beim evolutiondren Abheben vom



Meeresboden einen dummen Fehler gemacht haben und, statt sich wieder so
aufzurichten, wie sie sich hingelegt hatte, andersrum schwimmen gegangen sein,
was insgesamt dann zu einer Vertauschung der Korperseiten gefiihrt hétte. Dass
diese Theorie eine der plausibleren zur Erkldarung der Dekussation ist, sagt allerhand
iber die nahezu komplette Ratlosigkeit, die die Wissenschaft angesichts der
Dekussation beschleicht.

Eine naheliegende Frage angesichts all der Links-rechts-Verwirrungen im
menschlichen Kopf wire die nach der Bedeutung von links und rechts in der Welt
aullerhalb dieses verwirrten Menschenkopfes, in der Physik zum Beispiel oder in der
Milch. Darum geht es im Spiegelbild dieses Artikels, unter — Rechts und links.

Dieser Eintrag hier endet dagegen mit der versprochenen Erkldrung der grolSen
Spiegelfrage. Die Antwort darauf, warum Spiegel links und rechts, nicht aber oben
und unten vertauschen, ist, wie so oft bei kniffligen Fragen: Sie war falsch gestellt.
Spiegel vertauschen ndmlich weder das eine noch das andere, sondern vorne und
hinten. Dass es uns so scheint, als vertauschte der Spiegel links und rechts, liegt
daran, dass Menschen ungefahr symmetrisch sind (auller sie sind verheiratet oder
arbeiten im Sdgewerk) und man sich den von vorne auf hinten gestiilpten Menschen
im Spiegel deshalb wie jemanden vorstellen kann, der sich einfach umgedreht hat.
Aber hitte sich der Mensch vor dem Spiegel tatsdchlich umgedreht, ware der
Ehering oder der fehlende Finger an der anderen Hand, und es wiirde so aussehen, als
hatte der Spiegel rechts und links vertauscht. Hat er aber gar nicht. Sondern nur
demonstriert, dass, wenn ein rechts-links-verwirrter Affe in einen Spiegel schaut,
kein Durchblick rauskommen kann.



zur Inhaltsiibersicht

Loch

Denn unsre Sprache ist von den Etwas-Leuten gemacht; die Loch-Leute sprechen ihre eigne.
Kurt Tucholsky, «Zur soziologischen Psychologie der Lécher», 1931

Locher sind rdtselhafte Dinge. Man kann nicht einmal diesen einfachen Satz sagen,
ohne ein Paradoxon zu erzeugen, denn wie kann etwas, das nichts ist, ein Ding sein?
Solange man nicht weiter dariiber nachdenkt, ist alles in Ordnung. Die Welt ist
offenbar voll von Lochern, vor allem wenn man die ganze Lochverwandtschaft
(Hohlen, Tunnel, Gruben, Ritzen usw.) dazuzdhlt. Locher scheinen eine Form zu
haben, eine Grolle, einen Aufenthaltsort — und sie haben eine Geschichte: Lécher
konnen entstehen, indem man ein Stiick Holz mit einer Bohrmaschine traktiert, sie
konnen sich verdandern, und sie konnen verschwinden, zum Beispiel wenn man sie
zustopft. Alles Eigenschaften, die man von normalen Dingen kennt. Daher kommt es
einem intuitiv nicht so falsch vor, ein Loch genauso zu behandeln wie, sagen wir,
einen Schrank oder irgendein anderes Objekt. Aber ein Loch ist kein Objekt, oder
wenn es eines ist, dann besteht es aus nichts — und damit gehen die Schwierigkeiten
los.

Fiir die Philosophen gehort das Problem zum Teilgebiet der Ontologie, die
Wissenschaft, die untersucht, welche Sachen es gibt und welche nicht. Vereinfacht
gesagt werden zwei Positionen iiber Locher vertreten: Es gibt sie, oder es gibt sie
nicht. Kann man Locher vollkommen ausmerzen beziehungsweise auf die
Eigenschaften materieller Objekte reduzieren, oder muss man ihnen einen
Sonderstatus einrdumen? Diese Frage ist keinesfalls neu, sondern wird seit ein paar
tausend Jahren diskutiert. In der mittelalterlichen Scholastik gehorten Locher zu den
«Privationen» (lateinisch fiir «Beraubung») — wir sprechen von Privationen, als seien
sie etwas, aber eigentlich handelt es sich um das Fehlen von etwas. Davon gibt es
noch mehr, Blindheit zum Beispiel oder der Name einer Person, den man eigentlich
kennen sollte, aber wieder vergessen hat. Nach Thomas von Aquin gibt es diese
Privationen, aber nicht in dem Sinne, wie es Tintenfische oder Vorschlaghdammer
gibt. Locher haben einen Sonderstatus; es gibt sie nur in einem eingeschrankten
Sinne: weil es méglich ist, tiber sie Aussagen zu treffen wie «ein Loch ist im Kase».

So dhnlich klingt auch die Theorie der italienischen Philosophen Roberto Casati
und Achille C. Varzi, der eine in Paris, der andere in New York tdtig. Zusammen
haben sie 1994 ein ganzes Buch iiber Locher geschrieben. Auch Casati und Varzi



raumen Lochern einen Sonderstatus in der Welt ein: Es gibt Locher, sie sind keine
materiellen Objekte, benehmen sich aber in vieler Hinsicht so.

Die amerikanischen Philosophen David und Stephanie Lewis vertreten die
Gegenseite; sie erkldren das Loch allein iiber die Materie, die das Loch umgibt. In
einem im Jahr 1970 erschienenen Essay diskutieren die fiktiven Charaktere Argle
und Bargle iiber Locher. Argle streitet die Existenz von Lochern zundchst ab, weil er
nur an die Existenz von materiellen Dingen glaubt, sieht aber bald ein, dass er sich
in Widerspriiche verwickelt, die sich nicht so einfach beseitigen lassen. Zum
Beispiel kann man Locher offenbar zdhlen, genau wie materielle Objekte, irgendwas
muss da also sein, um sich zdhlen zu lassen. Im Folgenden behauptet Argle, dass
Locher in der Tat materielle Objekte sind. Die Materie sei aber nicht im Loch,
sondern um das Loch herum. Das Loch, meint er, ist die das Loch umbhiillende
Materie.

Diese Losung ist weder befriedigend noch unumstritten. Man hort selten, ein Loch
im Kaése bestehe aus Kése, und doch wiére das in diesem Fall die richtige
Beschreibung. Bei Hohlen haben wir dieses Problem interessanterweise nicht;
Hohlen kénnen aus Kalkstein oder aus Eis bestehen, also aus dem umgebenden
Material. Aullerdem muss Argle die Alltagssprache verbiegen, um sich nicht zu
widersprechen. Weil das, was das Loch umgibt, jetzt identisch ist mit dem Loch,
muss man den Ausdruck «umgibt» umdefinieren zu «ist identisch mit»; man
brdauchte also auf einmal zwei Bedeutungen des Wortes «umgibt», nur um zu
vermeiden, dass ein Loch sich selbst umgibt. Ob solche Tricks erlaubt sind oder
nicht — dartiber werden sich Argle und Bargle am Ende nicht einig.

Der Vorteil der scholastischen Position: Sie hat solche sprachlichen Verrenkungen
nicht nétig. Locher diirfen genau das sein, was wir im normalen Sprachgebrauch
darunter verstehen. Unsere alltdgliche Art, iiber Lécher zu reden, als seien sie
Objekte, gerit jedoch aus einer anderen Richtung unter Beschuss. Es ist ndimlich
nicht klar, wie wir Locher wahrnehmen, also wieso wir {iberhaupt so viel {iber sie zu
wissen scheinen, wenn sie doch aus nichts bestehen. Lécher gehoren ins Reich der
Gestaltpsychologie, einer im frithen 20. Jahrhundert entstandenen Lehre, die sich
unter anderem mit Dingen befasst, die wir erkennen, obwohl sie nicht direkt mit
unseren Sinnen wahrgenommen werden konnen. Ein anderes Beispiel fiir so ein Ding
ist Bewegung in Filmen — was in Wirklichkeit eine schnelle Abfolge von
Einzelbildern ist, sieht fiir uns aus wie eine fliefende Bewegung. Was wir sehen, ist
also eine Illusion; wir bauen uns aus den einzelnen Sinneswahrnehmungen eine Welt
zusammen, die mehr enthilt, als diese Sinneswahrnehmungen direkt mit sich
bringen. Unter anderem eben Locher.

Wie dieses Zusammenbauen funktioniert, das ist die Frage. Im Falle von Loéchern
spielt der Rand eine zentrale Rolle, genau wie von Argle vorgeschlagen. Die Form
und Grélle von Lochern kann eigentlich nur {iber ihren Rand wahrgenommen
werden, weil es da im Loch sonst nichts gibt. Oder wie Tucholsky sagt: «Das



Merkwiirdigste an einem Loch ist der Rand. Er gehort noch zum Etwas, sieht aber
bestdndig in das Nichts, eine Grenzwache der Materie.»

Aber haben Locher tiberhaupt einen Rand? Ein altes Prinzip der
Gestaltpsychologie sagt, dass nur richtige Objekte einen Rand haben kénnen,
Objekte wie die beriithmte Vase, erfunden vom ddnischen Gestaltpsychologen Edgar
Rubin: eine weille Vase auf schwarzem Grund — oder aber zwei schwarze Gesichter
in Seitenansicht auf weillem Grund. Mit etwas geistiger Anstrengung kann man
zwischen beiden Bildern hin- und herschalten, man sieht aber nie beide gleichzeitig.
Die Information iiber Vase oder Gesicht wird nur iiber den Rand vermittelt, die
Grenze zwischen schwarz und weill. Man kann zeigen, dass Leute, die bisher nur die
Vase im Bild erkannt haben, sich hinterher auch nur an die Vase erinnern und nicht
nachtraglich die Gesichter daraus konstruieren kénnen. Weile Vasen sind ja auch
wichtiger als schwarzer Hintergrund. Der Rand gehort offenbar nur entweder zur
Vase oder zu den Gesichtern, je nachdem, was man gerade sieht, aber nie zum
Hintergrund oder zu Objekt und Hintergrund.

Das ergibt auch Sinn: In einer Welt voller Objekte, die sich gegenseitig im Weg
stehen, ist ein Rand in den meisten Fillen ein Zeichen dafiir, dass ein Ding vor
irgendeinem Hintergrund steht. Nur selten passen diese Dinge so zusammen wie
Puzzleteile, wo ein Rand eines Teils gleichzeitig der Rand eines anderen Teils ist. Es
erscheint angemessen, den Rand — und mit ihm die Information iiber Position, Form
und Grofle — dem Ding zu geben und nicht den leeren Rdumen zwischen den Dingen.
Wir haben nicht einmal Worte fiir diese Leere; wir kennen zwar Topfe, aber wie
heillt der Raum zwischen den Topfen?

Diese Fokussierung auf Objekte ist iibrigens nicht selbstverstdndlich, man kann
das auch anders sehen. So erkldrt Lao-Tse, der leere Raum zwischen den Tépfen sei
in Wabhrheit die Essenz der Tépfe. Diese Zwischenrdume beziehungsweise unsere
Wahrnehmung derselben heillen im Japanischen «Ma», ein Wort, fiir das es im
Deutschen keine Entsprechung gibt, weil wir die Zwischenrdume ignorieren. Wenn
eine Katze auf dem Fullboden sitzt, wollen wir dingbesessenen Nichtjapaner die
Katze streicheln, nicht das Ma ringsherum. Die Kontur der Katze wird darum als
Katze interpretiert und nicht als katzenférmiges Loch im Teppich.

Leider funktioniert das alles nicht mehr, wenn man wirklich ein Loch im Teppich
hat. Das ndmlich kénnen wir genauso gut «sehen» wie Objekte. Experimente mit in
Karton gestanzten Lochern zeigen, dass sich die Testpersonen an die Form von
Lochern ebenso gut erinnern konnen wie an die Form von Objekten. Es gibt eine
Reihe weiterer Ahnlichkeiten in der Loch- und Objektwahrnehmung, zum Beispiel
kénnen wir die Ahnlichkeit von zwei Konturen fiir Lécher und Objekte gleich gut
beurteilen. Diese Parallelen fiihren zu einem Paradoxon, das im Jahr 1999 dem
amerikanischen Psychologen Stephen E. Palmer auffiel: Wenn der Rand zum
umgebenden Objekt gehort und nicht zum Loch und der Rand aulerdem die



Information iiber die Form enthéalt, wie sehen wir dann das Loch? Oder anders
gefragt: Gehort der Rand vielleicht doch zum Loch?

Eine Frage, der Marco Bertamini, ein Psychologe an der University of Liverpool,
seit einigen Jahren nachgeht. Er hat sich Experimente ausgedacht, die klar zeigen,
dass sich Locher eben doch anders verhalten als Objekte, auch wenn diese
Unterschiede schwieriger zu finden sind als die Gemeinsamkeiten. Bertamini und
seine Kollegen verwenden zur Demonstration dieser Unterschiede Locher und
Objekte in zwei verschiedenen Formen: «Fass» und «Sanduhr». Die Fasser sind
konvex, also nach aulen gewolbt — in der Mitte breiter als oben und unten. Die
Sanduhren dagegen haben eine konkave Stelle, sie sind in der Mitte auf beiden
Seiten nach innen gewo6lbt und schmaler als oben und unten, wie eine Sanduhr eben.
Noch eine Besonderheit: Die Wolbung, ob konkav oder konvex, sitzt auf beiden
Seiten des Fasses beziehungsweise der Sanduhr nicht genau auf der gleichen Hohe.
Wie genau die Wolbungen aussehen, ist bei jedem Objekt oder Loch ein wenig
anders.

Bertamini zeigt seinen Testpersonen, bei denen es sich wie immer in
psychologischen Experimenten um Studenten handelt, viele solcher Fasser und
Sanduhren, entweder als Objekt oder als Loch. AnschlieSend will er von den
Probanden wissen, ob die Wolbung von Fass oder Sanduhr auf der linken Seite héher
oder niedriger sitzt als auf der rechten, und er misst, wie lange sie fiir die
Beantwortung dieser Frage brauchen. Die Theorie ware, dass diese Zeitspanne einem
etwas dartiiber mitteilt, wie gut man Details iiber die Form von Léchern oder
Objekten wahrnimmt.

Dabei kommt etwas Interessantes heraus: Die englischen Studenten kénnen
offenbar die Form der konvexen Fasser leichter erkennen, wenn es sich um Objekte
handelt. Andererseits konnen sie konkave Sanduhrformen besser erkennen, wenn sie
als Loch auftreten. Die Unterschiede zwischen Loch und Objekt sind nicht grols,
weniger als eine Zehntelsekunde, aber deutlich mehr als die Messungenauigkeit.
Daraus lernt man zundchst, dass wir iberhaupt Locher von Objekten unterscheiden.
Und das Ergebnis deutet darauf hin, dass wir das Loch nicht direkt als solches
wahrnehmen, sondern nur auf Umwegen.

Um diese zweite Schlussfolgerung zu verstehen, muss man sich eines klarmachen:
Wenn ein Loch eine konkave Form hat, dann hat der Rand der Aussparung genau die
gegensatzliche Form, ist also konvex. Unabhdngig von diesen Lochgeschichten geht
man schon langer davon aus, dass das Gehirn konvexe Formen lieber hat als
konkave. Fiir Bertamini ist die Sache damit klar: Seine Studenten «sehen» das
konkave Loch schneller als das konkave Objekt, weil sie in Wahrheit die konvexe
Form erkennen, die das Loch umgibt. Mit anderen Worten: Der Rand gehort nicht
zum Loch, sondern zum umgebenden Objekt. Palmers Paradoxon ist gelost.

Allerdings nur zur Hélfte. Wenn der Rand zum umgebenden Objekt gehort, dann
ist immer noch nicht geklart, wie wir ein Loch in der Form von Rubins Vase als



Vase erkennen konnen und nicht nur als zwei Gesichter, was die korrekte Lesart
ware, wenn man das Objekt erkennt und nicht das Loch. Offenbar wird die Lochform
nur indirekt erkannt eine These, die durch ganz andere Experimente bestatigt wird.
Nur ein Beispiel: Wenn man eine bestimmte Form in einer Menge aus anderen
Formen sucht, dann féllt das leichter, wenn man Objekte sucht und nicht Locher. Die
Lochwahrnehmung erfordert zusatzliche Arbeit. Das Loch selbst wére dann ein
Konstrukt unseres Gehirns, in gewisser Weise eine Illusion, genau so, wie die
Gestaltpsychologie sich das vorstellte.

Die Details dieses Extraaufwandes zur Locherkennung sind unklar. Bertamini
spekuliert ein wenig: Entweder veralbern wir uns selbst und bilden uns kurzfristig
ein, das Loch sei eben ein Objekt und das Objekt der Hintergrund, auch wenn wir
eigentlich wissen, dass es anders ist. Oder aber wir sehen wirklich den Rand des
Objekts und rechnen dann hinterher daraus die Form des Lochs aus — aus den zwei
Gesichtern wird die Vase. Beides sind bislang unbewiesene Behauptungen; eventuell
wird man sich die Gehirne der Probanden von innen ansehen miissen, wobei auch das
nicht unproblematisch ist ( — Funktionelle Magnetresonanztomographie).

Zum Gliick bietet die Welt normalerweise deutlich mehr Informationen zur
Locherkennung als die stark vereinfachten Anordnungen in psychologischen
Experimenten. Stephen Palmer demonstriert mit Hilfe von noch mehr Studenten,
dass auch Informationen iiber die Raumtiefe eine Rolle spielen, Schatten zum
Beispiel, die uns mitteilen, welcher Teil eines Bildes weiter weg ist und damit zum
Hintergrund gehort. Aulerdem sieht man natiirlich auch in einem Loch irgendwas,
eine weitere wichtige Information. Wenn man an einer Stelle am Dach blauen
Himmel mit Wolken sieht, dann kommt das Gehirn, das schlaue Ding, schnell auf
die Idee, dass es sich um ein Loch handelt, Rand hin oder her.

Jetzt, wo wir wissen, dass Locher nur indirekt wahrgenommen werden, weil ihr
Rand in Wahrheit zum umgebenden Objekt gehért, konnte man eventuell noch
einmal die ontologischen Positionen in der Lochfrage genauer betrachten. Die schon
erwdhnten Casati und Varzi meinen, man solle Lécher und ihre Eigenschaften ernst
nehmen: «Man kann klar sagen, dass Lécher Formen haben — Formen, die wir
erkennen, messen, vergleichen und dndern konnen», so argumentieren die beiden.
Das scheint nicht zu stimmen; wir erkennen gar nicht die Lochform, sondern eben
die Umgebung, was deutlich besser zur materialistischen Sichtweise des Ehepaars
Lewis passt. Inwieweit die psychologischen Experimente fiir ontologische Fragen
relevant sind, ist allerdings fraglich. Soll man die schwerwiegende Entscheidung, ob
es Locher gibt oder nicht, von ein paar englischen Studenten abhdngig machen?

Obwohl iiberall anerkannt wird, dass Lécher unglaublich interessant sind, gibt es
bislang nicht gerade viele Experten, die sich dem Loch und seiner Wahrnehmung
widmen. Wer sich vorstellen kann, ein paar Jahre lang Locher herzustellen, sei es
aus Pappe oder am Computerbildschirm, um sie dann Studenten zu zeigen, der sollte



dies unbedingt tun. Denn, um zum letzten Mal Tucholsky zu zitieren: «Loch ist
immer gut.»



zur Inhaltsiibersicht

Mathematik

Leonard: At least I didn’t have to invent 26 dimensions to get the math to work.
Sheldon: I didn’t invent them. They’re there.

Leonard: Yeah? In what universe?

Sheldon: In all of them, that’s the point!

The Big Bang Theory

Was ist die Zahl 7? Diese Frage im Bekanntenkreis zu stellen, ist ein Partyspiel von
unterschatztem Unterhaltungswert. Im besten Fall erzielt man zundchst verstorte
Gesichter und kurze Zeit spater widerspriichliche Antworten. Die einen werden
sagen, dass die Zahl 7 so ein Ding ist wie ein Tisch oder ein Stuhl, nur unsichtbar,
andere meinen, die Zahl 7 sei nur ausgedacht, und wieder andere behaupten, dass es
die Zahl 7 iiberhaupt nicht gibt. Selbst wenn zwei Personen am Anfang der
Diskussion scheinbar der gleichen Meinung sind, stellt sich oft innerhalb weniger
Minuten heraus, dass sie etwas ganz anderes meinen. Vielleicht ist es beruhigend zu
wissen, dass Philosophen iiber diese Frage auf ganz dhnliche Art diskutieren, wenn
auch mit ausgefeilteren Argumenten. Das liegt vermutlich einfach an der
jahrelangen Ubung.

Die Zahl 7 gehort zu den uniibersichtlichen Geratschaften, die in mathematischen
Formeln herumstehen. Das Problem ist nicht nur, die Natur und Existenz der Zahl 7
zu erklédren, sondern die von Zahlen iiberhaupt, oder noch allgemeiner: die aller
mathematischen Objekte, also Zahlen, Funktionen, Mengen, Dreiecke, Vektoren,
Folgen, Matrizen und so weiter. Egal, wie man diese Objekte am Ende erklart, man
darf sie dabei nicht kaputtspielen. Die Mathematik muss weiterhin funktionieren,
unter anderem, weil man sie dringend fiir unsere liebgewonnenen
naturwissenschaftlichen Theorien benotigt.

Naturgesetze enthalten neben den handelsiiblichen mathematischen Konstrukten
wie Zahlen und Grundrechenarten auch Logarithmen, Sinusfunktionen,
Kreuzprodukte, Ableitungen und Integrale, mit anderen Worten: kompliziertes Zeug,
bei dem der Laie schon mal dem Gedanken verfallt, man konne es eventuell einfach
abschaffen. Dagegen wiirden aber nicht nur Mathematiker, sondern auch Physiker,
Astronomen, Chemiker und ein paar andere Berufszweige protestieren. Man konnte
einwenden, diese Dinge seien von Mathematikern nur erfunden worden, weil man sie
fiir die anderen Wissenschaften gebraucht hat, aber das stimmt nicht. Viele
phantastisch nutzlos anmutende mathematische Objekte wurden erst von



Mathematikern «erfunden», und Jahre spéter stellte sich heraus, dass man sie
dringend in der Physik braucht.

In irgendeiner Form gibt es dieses mathematische Zeug da draullen, jedenfalls
behaupten das die Leute, die man am besten als «Platonismus und S6hne GmbH»
zusammenfasst, eine altehrwiirdige Firma in der Philosophie, die seit mehr als 2000
Jahren im Geschift ist. Ihre Palette aus Theorien geht zuriick auf die Ideenlehre des
griechischen Philosophen Platon, in der die Welt aus zwei Teilen besteht: der Welt
der Gegenstdnde (das ist alles, was wir mit unseren Sinnen wahrnehmen kénnen) und
der Welt der Ideen, die abstrakte Ideale enthélt, das Gute, das Schone, das Wahre
und dhnlich zweifelhafte Gestalten. Die Platonisten behaupten, dass es
mathematische Strukturen in einer Art Extrawelt tatsachlich gibt, und zwar
unabhdngig von mehr oder weniger intelligenten Wesen, die Mathematik betreiben.
Mathematiker erfinden ihre Formeln nicht, sondern sie entdecken sie in dieser
Extrawelt, so wie Zoologen neue Tiere im Dschungel entdecken. Einziger
Unterschied: Die Extrawelt der Mathematiker kann man weder riechen noch héren
noch sehen noch anfassen, man kann nicht hinfahren, und sie ist fiir alle Ewigkeiten
gleich.

Eine solche immaterielle Extrawelt hat viele schone Vorteile, wenn man erkladren
will, wie Mathematik funktioniert. Ein gutes Beispiel ist die im «Lexikon des
Unwissens» erkldrte Riemann-Hypothese, eine im Jahr 1859 von Bernhard Riemann
angestellte Vermutung iiber die Nullstellen der sogenannten Riemann’schen
Zetafunktion. Auch wenn wir noch nichts iiber den Wahrheitsgehalt der Vermutung
wissen, fiir Platoniker ist sie eindeutig entweder wahr oder falsch, und zwar heute
schon. Es wdre in der Tat seltsam zu behaupten, die Riemann-Hypothese sei erst
dann wahr, wenn jemand sie zweifelsfrei beweist. Der Platoniker kann auch leicht
erkldren, warum so viele absurde mathematische Konstrukte in der Physik
auftauchen: Sie waren einfach schon immer da und wurden nicht erst nach und nach
von Mathematikern erfunden.

Vielen wird unbehaglich zumute, wenn sie von einer immateriellen Welt héren, in
der Zeug wie die Zahl 7 oder der Satz des Pythagoras herumliegen. Ist das nicht
verddchtig nahe an abergldaubischem Hokuspokus? Wenn man damit mal anfangt,
wird man nicht als Nachstes an Astrologie, Erdstrahlen und den Klabautermann
glauben? Grund dieses Unbehagens ist die Ansicht, dass es etwas nur geben kann,
wenn man es anfassen oder zumindest mit irgendwelchen wissenschaftlichen
Gerdten wie Teleskopen oder Teilchenbeschleunigern untersuchen kann. Das muss
aber nicht so sein. Der Platoniker konnte erwidern: Naturgesetze sind ebenfalls
immateriell und abstrakt, man kann sie nicht anfassen, und doch gibt es sie.
Platonische Mathematik kann man verwenden, ohne deshalb gleich an den
Weihnachtsmann glauben zu miissen.

Der Platonismus hat jedoch ein ganz anderes Problem. Wenn wir eine neue Art
Giraffe entdecken, dann nur, weil wir das Tier sehen oder ein Buch lesen, in dem



jemand beschreibt, die Giraffe gesehen zu haben. Mit anderen Worten: Es gibt einen
kausalen Zusammenhang zwischen der Giraffe und unserem Wissen iiber die
Giraffe. Wenn man sich auf den Standpunkt stellt, dass kausale Zusammenhénge der
einzige Weg sind, Wissen iiber die Welt zu erhalten, dann ist vollkommen unklar,
wie das bei der Zahl 7 oder anderen mathematischen Strukturen funktionieren soll,
weil wir mit ihnen eigentlich nicht in Kontakt treten kénnen. Wie kommt es, dass
wir so viel iiber diese unantastbare Sonderwelt zu wissen scheinen?

Der Platonist konnte sich herausreden, die Art und Weise, wie wir mit der Zahl 7
interagieren, sei noch nicht bekannt. Das Argument ist legitim, denn woher wir von
etwas wissen, egal, was es ist, wissen wir nicht so genau ( - Wissen). Aber es ist
trotzdem ein wunder Punkt fiir den Platonismus. Der englische Mathematiker Sir
Roger Penrose glaubt, dass der menschliche Verstand in der Lage ist, einen direkten
Kontakt zur platonischen Welt herzustellen. «Wenn man eine mathematische
Wahrheit <sieht>», so Penrose, «dann stot das Bewusstsein vor in die Welt der
Ideen.» Wie das funktionieren soll, ist unklar, man brauchte zunichst einmal eine
Ahnung, wie das Bewusstsein funktioniert, ein weiteres grofSes Fragezeichen. Wenn
Penrose recht hat, dann ist der Verstand nicht einfach nur ein komplizierter
Computer, sondern hat zusdtzlich noch eine Verbindung zu platonischen Extrawelten
— wie Antennen, nur ganz anders.

Rings um den Hauptgeschiftssitz von «Platonismus und S6hne» bieten Tante-
Emma-Laden und Strafenhdndler ein reichhaltiges Sortiment an Alternativen zum
Angebot der Platonisten an. Fiir jeden Geschmack ist etwas dabei. Man kann zum
Beispiel behaupten, dass die Mathematik sich in Wahrheit nicht von den anderen
Naturwissenschaften unterscheidet und nur so tut, als sei sie etwas Besonderes. Die
Mathematik wére dann nicht mehr die Grundlage der Physik, sondern umgekehrt:
Mathematische Strukturen wiirden nur existieren, weil es sie in den Naturgesetzen
gibt. Damit wére das grole Problem des Platonismus geldst: Wir miissten nicht
umstdndlich Kontakt mit einer immateriellen Welt aufnehmen. Wie die Gesetze der
Physik wiirde sich uns die Mathematik durch Experimente, Messungen und
Beobachtung der Natur offenbaren. Wer sich fiir solche Theorien interessiert, der
wird eventuell spater im Kleingedruckten feststellen, dass er eine eingeschrankte
Mathematik gekauft hat, die nur das enthdlt, was in der Natur auftaucht. Zum
Beispiel hat die Natur nur endlich viele Dinge, das heilst, man hétte nur endlich viele
Zahlen zur Verfiigung. Wenn man sich mit dem Platonisten zum Wettzdhlen trifft,
dann miisste man an irgendeiner Stelle aufhéren, wahrend der Platonist noch
unendlich viele Runden weiterzdhlen kann — eine deprimierende Niederlage.

Andere Experten verkaufen Mathematik als eine Art Brettspiel mit einer
besonders umstdndlichen Anleitung. Die Zahl 7 ist nichts als ein Spielstein, ein
Symbol, das man nach bestimmten Regeln auf einem komplizierten Spielfeld der
Mathematik hin- und herschiebt. Eine Regel fiir die 7 lautet zum Beispiel: «Wenn



man sie mit zwei multipliziert, kommt 14 heraus.» Das einzige Problem: Der
Verkéaufer dieser Theorie behauptet zwar, dass es einen Satz Regeln gibt, auf dem
die gesamte Mathematik beruht, aber er liefert diese Anleitung nicht mit. Zu Hause
packt man die ganzen brandneuen Zahlen und Symbole dann aus und weill nicht, wie
man sie zusammenbauen soll. Nach jahrelangen Versuchen, die gesamte Mathematik
auf ein paar wenige Anweisungen zuriickzufiihren, kam im Jahr 1931 der
Osterreicher Kurt Godel und zeigte mit seinem «Unvollstindigkeitssatz», dass es so
eine Anleitung nicht gibt. Die Theorie wurde daraufhin vom Markt genommen
beziehungsweise nur noch in eingeschrankter Form angeboten.

Weiterhin erhdltlich dagegen ist die Ansicht, dass die Zahl 7 und die gesamte
Mathematik ein Konstrukt sind, das es zwar gibt, aber nur in den Képfen der Leute,
die sich damit befassen — kein Brettspiel, keine Extrawelten, nur Gedanken. Im
Gegensatz zu den Platonisten behaupten diese Leute, eine mathematische Aussage
sei wirklich erst dann wahr, wenn jemand sie bewiesen hat. Die Riemann-Hypothese
und alle anderen bisher unbewiesenen Vermutungen in der Mathematik wandern
damit in eine omindse Zwischenwelt, in der es weder wahr noch falsch gibt. Wiirde
man alle intelligenten Wesen aus dem Universum entfernen, wiirde damit auch die
Mathematik verschwinden. Wer damit klarkommt, muss sich noch mit ein, zwei
anderen kleinen Problemen auseinandersetzen: Wenn die Zahl 7 eine Idee im Kopf
ist und sonst nichts, dann muss es irgendwie mehrere davon geben. Schlieflich
kénnen zwei Leute durchaus gleichzeitig den Gedanken «7» haben. Es gibt keinerlei
Hinweise darauf, dass die 7 eine Art Staffelstab ist, den immer nur einer festhalten
kann. Gibt es also nicht nur eine, sondern viele verschiedene Siebenen? Wie soll
man sich das vorstellen? Aulerdem miisste man sich wiederum mit endlich vielen
Zahlen begniigen, denn kein Mensch kann unendlich viele Ideen haben.

Und schlieB8lich gibt es eine ganze Reihe von Verkaufsstdnden von Leuten, die
behaupten, dass es die Zahl 7 iiberhaupt nicht gibt. Der Zoo an mathematischen
Objekten wire so etwas wie eine Herde Einhoérner oder eine Rotte Welthunde oder
ein Schwarm Vampire oder sonst irgendwas, das nur in Sagen oder Marchen
vorkommt. Wenn es aber keine Zahlen und Rechensymbole gibt, was bedeuten dann
mathematische Aussagen wie 1 + 1=2? Wenn man dieser Theorie folgt, dann gibt es
nur einen Ausweg — alle diese Aussagen sind genauso falsch wie die Aussage «ein
Einhorn hat 4 Beine», weil es eben keine Einhorner gibt, auf die sich die Aussage
beziehen konnte. Die gesamte Mathematik ein einziges Liigengebdude. «Das ist mir
zu verriickt», hért man die potenziellen Kdufer murmeln, «da mache ich nicht mit.»
— «Verriickt, vielleicht», erwidert der Anbieter, «aber bedenken Sie, wie verriickt all
die anderen Theorien sind. Sehen Sie sich ruhig um, und Sie werden feststellen, dass
meine noch am verniinftigsten ist.»

Wenn man wirklich die Existenz von mathematischen Objekten abstreitet, muss
man irgendwie erkldren, wieso diese Objekte in Naturgesetzen auftauchen, die wohl
kaum Einhorncharakter haben kéonnen. An einem der Stdande wird dem interessierten



Kéufer darum gleich noch eine Physik versprochen, die ganz ohne Mathematik
auskommt. Leider ist eine solche Physik bisher nur in Bruchstiicken erhaltlich, und
es ist ungewiss, ob sie je fertig wird.

Wem eine der beschriebenen Varianten gefdllt, der sollte sich nicht gleich von den
teilweise bedenklichen Mangeln abschrecken lassen. Zu jeder Theorie gibt es
verschiedene Versionen, die zum Teil extra ausgedacht worden sind, um eines oder
mehrere der geschilderten Probleme zu beseitigen. Und wenn das nicht ausreicht,
kann man sich eine verbriefte Zusatzmeinung kaufen, die es einem erlaubt, das
Problem zwar nicht zu l6sen, aber doch zu ignorieren oder es fiir unsichtbar zu
erkldren.

An dieser Stelle verlassen wir den Jahrmarkt der Theorien tiber die Zahl 7 und alle
anderen mathematischen Konstrukte. Es ist nicht ungew6hnlich, wenn man
angesichts der Vielfalt der Meinungen verwirrt ist und sich irritiert fragt, ob man
jetzt durch all diese philosophischen Erorterungen schlauer ist als zuvor. Das hat
eventuell damit zu tun, dass die Eingangsfrage einfach schwer zu beantworten ist,
oder um Ludwig Wittgenstein zu zitieren: «Ein philosophisches Problem hat die
Form: Ich kenne mich nicht aus.» Es ist wichtig, jede einzelne Position griindlich zu
durchleuchten, Schwéachen herauszustellen und Alternativen zu erarbeiten, und
genau das passiert in der Philosophie der Mathematik. Aullerdem kann man alle
diese Theorien daran messen, ob sie das grofle, logische Gedankengebdude der
Mathematik intakt lassen. Das fiihrt zum Beispiel dazu, dass die vorhin erwdhnten
Brettspieltheorien ins Hintertreffen geraten, weil sie sich nicht mit Godels
Unvollstdandigkeitssatz vertragen.

Die meisten Mathematiker arbeiten zu Biirozeiten so, als wéren sie Platoniker.
Fragt man sie dann nach Feierabend, sieht das Meinungsbild weniger klar aus.
Einige, wie Roger Penrose oder Kurt Godel, bleiben harte Vertreter des Platonismus.
Andere rutschen nervos auf ihrem Stuhl hin und her und geben schliel8lich zu, eine
andere Ontologie sympathischer zu finden.

Die meisten philosophischen Argumente gegen den Platonismus sind mindestens
ein paar Jahrzehnte alt, manche Jahrhunderte. Daneben gibt es auch brandneue
Stimmen gegen den Platonismus, und sie kommen aus einer vollkommen anderen
Richtung. Der franzosische Neuropsychologe Stanislas Dehaene interessiert sich
dafiir, was eigentlich im Gehirn ablduft, wenn wir mathematisch denken. Er zeigt,
dass diverse Tierarten iiber rudimentdre Rechenfdhigkeiten verfiigen. Auch
Sauglinge, die weder sprechen kénnen, noch in die Schule gehen, kénnen schon ein
wenig zdhlen, so behauptet er: Verbirgt man zundchst ein Objekt, dann ein weiteres
hinter einem Schirm, dann erwarten sie, zwei Objekte zu sehen, wenn der Schirm
wieder entfernt wird. Wir wissen das, weil sie langer hinsehen, wenn man eines der
Objekte heimlich entfernt, sodass nur noch eins iibrig bleibt. Sie erwarten zwei,
bekommen nur eins, sind iiberrascht und starren daher ein wenig langer. Aullerdem



findet der Umgang mit Zahlen im Gehirn an spezifischen Stellen statt, was man
durch neuronale Abbildungsverfahren wie — Funktionelle
Magnetresonanztomographie herausgefunden hat.

Dehaene folgert aus alldem, dass wir keine platonischen Extrawelten brauchen.
Zahlen, so sagt er, sind nichts als ein Konstrukt unserer Gehirne, eine Position, die
uns schon bei den Philosophen begegnet ist. Wir verfiigen iiber die Fahigkeit des
Zahlens, weil sie uns einen evolutiondren Vorteil verschafft. Wenn zwei Tiger sich
hinter einem Felsen verstecken und einer wieder rauskommt, dann ist es niitzlich,
wenn man ausrechnen kann, wie viele noch im Hinterhalt liegen. Die Fahigkeit
unseres Gehirns, mit Zahlen umzugehen, ist eng damit verbunden, dass wir in einer
Welt leben, die voll ist mit abzdhlbaren Objekten.

Mit Hilfe der Hirnforschung kann man vermutlich irgendwann erkldren, wie die
Zahlen in unseren Kopf kommen. Ob sie uns sagen kann, was Zahlen letztlich sind,
erscheint fraglich. Der Platonist wiirde nie bestreiten, dass irgendwas im Gehirn
ablduft, wenn man tiber Zahlen nachdenkt, und er hat auch kein Problem damit, dass
sich diese Fahigkeit im Laufe der Evolution entwickelt. Er wiirde trotzdem dabei
bleiben, dass sowohl die Zahlen im Gehirn als auch die Abzdhlbarkeit von
physikalischen Objekten letztlich ihren Ursprung in einer abstrakten, platonischen
Welt haben, die praktischerweise in keinem Gehirnscanner sichtbar ist. Der
Platonismus ist eben nicht so einfach totzukriegen.

Es sei denn, morgen stehen die — AuRerirdischen vor der Tiir. Nachdem wir den
iblichen Smalltalk {iber die Mondphasen und den Sonnenwind hinter uns haben,
kommt das Gesprach auf Mathematik. Es stellt sich heraus, dass die Auflerirdischen
vollig andere mathematische Konzepte haben als wir. Vielleicht zdhlen sie so wie
wir, eventuell addieren und subtrahieren sie auch noch, aber dariiber hinaus kennen
sie weder komplexe Zahlen noch Logarithmen noch fraktale Geometrie. Stattdessen
haben sie irgendwelches anderes Zeug. Oder schlimmer, es stellt sich heraus, dass
sie noch nie etwas von Mathematik gehort haben und trotzdem in der Lage waren,
Raumschiffe zu bauen und im Weltall herumzufliegen. Fiir die Platonisten ware das
ein Debakel. Denn wenn Mathematik aus unverdanderlichen, immateriellen
Strukturen besteht, die das Fundament des Universums bilden, dann kommt man
ohne Mathematik nicht weit.

An diesem Punkt hétten die Platonisten nur noch zwei Optionen. Entweder sie
machen ihren Laden dicht und suchen sich andere Betdtigungsbereiche, zum Beispiel
als StraBenmusikanten. Oder aber sie verstecken die Auflerirdischen in einem
geheimen Bunker irgendwo in der Wiiste und tun so, als sei nichts geschehen.



zur Inhaltsiibersicht

Megacryometeore

This is the Voice of Doom speaking! Special bulletin! Flash! The sky is falling! A piece of it just hit you on the
head! Now be calm. Don’t get panicky. Run for your life!
Foxy Loxy zu Chicken Little, «Chicken Little», 1943

«Megacryometeore» ist der im Jahr 2002 eingefiihrte Fachbegriff fiir «grole
fliegende Eisbrocken», wobei diese Eisbrocken streng genommen erst dann ins
Visier der Wissenschaft geraten, wenn sie nicht mehr herumfliegen, sondern
jemandem vor die Fiille gefallen sind. Oder auf die Windschutzscheibe oder durchs
Dach in die Kiiche. Am ndchsten Tag sieht man die Betroffenen in der Zeitung mit
beiden Handen ein Stiick Eis in die Kamera halten. Das geschieht gar nicht so selten:
Aus den letzten zehn Jahren sind weltweit um die hundert Félle dokumentiert. In
Zeitungsberichten ist dabei hdufig von Rekordhaltern um die 200 Kilogramm die
Rede. Da das Eis beim Aufprall zersplittert, lassen sich Grofe und Gewicht des
urspriinglichen Blocks allerdings meistens nur schdtzen. Relativ gut belegt sind
einige Funde, die vor dem Auseinanderbrechen 50 bis 100 Kilogramm gewogen
haben kénnten.

Im 20. Jahrhundert mal8 man dem Phdanomen keine grofSe Bedeutung bei. Man
ging davon aus, dass herabfallende Eisbrocken von Flugzeugen stammen, ohne diese
Vermutung weiter zu iiberpriifen. Abwasser aus Flugzeugtoiletten, leckende
Wassertanks oder Eis, das sich irgendwo an Flugzeugen bildet und dann abbricht,
galten als Ursache des Ubels. Das dnderte sich erst, als in Spanien im Januar 2000
zehn Tage lang Eisstiicke vom Himmel fielen, die zwischen 300 Gramm und iiber 3
Kilogramm wogen. «Die Vereinte Linke (IU) verlangte im Parlament von der
Regierung eine Erkldarung», so berichtete der Spiegel, aber die Regierung blieb eine
Antwort schuldig. Das Problem betrifft nicht nur Spanien; auch in Argentinien,
Australien, Deutschland, GroRbritannien, Kanada, Kolumbien, Indien, Italien, Japan,
Mexiko, Neuseeland, den Niederlanden, Osterreich, Portugal, Spanien, Siidafrika,
Schweden und den USA gab es Eiseinschldge.

Das gehdufte Auftreten der spanischen Félle brachte die Forschung in Gang. Der
spanische Geologe Jestis Martinez-Frias nahm sich der Sache an, gab den
Megacryometeoren ihren Namen und griindete die International Working Group
Fall of Blocks of Ice IWGFBI). Dank seiner Arbeit ist inzwischen klar, dass
zumindest die untersuchten Eisfunde weder aus Flugzeugtoiletten oder -



wasserleitungen noch aus dem Weltall stammen kénnen. Thre chemische
Zusammensetzung entspricht der des Regenwassers in der jeweiligen Region.
Martinez-Frias und seine Coautoren nehmen daher an, dass sich die
Megacryometeore nach demselben Prinzip wie Hagelkdrner aus Wasserdampf in der
Atmosphére bilden. Dafiir spricht auch ihre innere Struktur: Wie Hagelkorner
weisen viele Megacryometeore zwiebelartige Schichten auf, wie Hagelkérner
enthalten sie Luftblasen und Staubpartikel. Trotzdem gibt es mehrere Probleme:
Megacryometeore fallen gern bei blauem Himmel und Sonnenschein. Hagelkorner
jedoch entstehen in Gewittern und nur dort. Auch kommt ein Hagelkorn selten
allein.

Die typischen Schichten eines Hagelkorns lagern sich ab, widhrend es eine Weile
im Innern einer Gewitterzelle Aufzug fahrt: Es fdllt als Eis aus héheren
Luftschichten, nimmt unten mehr Wasser auf und wird vom Aufwind wieder nach
oben gerissen, wo das neue Wasser gefriert. Erst wenn das Hagelkorn zu schwer fiir
den Aufwind wird, féllt es zu Boden. Einzelne Hagelkdrner konnen unterwegs
aneinander festfrieren und kommen dann als gro8ere, unregelmaRig geformte Stiicke
am Boden an. Der Weltrekordhalter unter den Hagelkérnern fiel 2003 in den USA
und mal knapp 18 Zentimeter im Durchmesser.

Wie in Abwesenheit von Gewitterwinden und bei blauem Himmel wesentlich
grollere Eisstiicke entstehen sollen, ist erklarungsbediirftig. Martinez-Frias und
seinen Kollegen zufolge haben sich die Wetterverhéltnisse in den entscheidenden
Luftschichten durch die globale Erwdarmung verdandert. Der Ort dieser
Verdanderungen ist die Obergrenze der untersten Atmospharenschicht, der
Troposphére. Die Troposphdre ist je nach Region und Jahreszeit etwa 8 bis 18
Kilometer dick und wird auch Wetterschicht genannt, weil sich in ihr der
iiberwiegende Teil des Wetters abspielt. Der Ubergang von der Tropo- zur
Stratosphdre, die sogenannte Tropopause, so die Forscher, sei in den letzten
Jahrzehnten kalter, feuchter und windiger geworden. Insbesondere zur Zeit der
spanischen Eisvorfille sei die Troposphdre warmer und die Stratosphére kalter als
sonst gewesen. In einer solchen Situation kénnten einzelne Eiskristalle mehrfach
durch feuchte, kalte Luftschichten geweht worden sein und — genau wie ein
Hagelkorn im Gewitter — neue Eisschichten angesetzt haben. Der Meteorologe Roy
W. Spencer hélt dem entgegen, dass die in Spanien beobachteten Bedingungen nicht
sehr ungewohnlich sind, sondern mit vielen Wetterfronten einhergehen. Andere
Kritiker wenden ein, selbst wenn der Prozess so funktionierte wie beschrieben,
koénnten nur grofRe Schneeflocken entstehen.

Sind also doch die Flugzeuge schuld? Dass sich regelmédlSig Eisbrocken von
Flugzeugen 16sen und auf die Erde fallen, ist unstrittig. Man erkennt die
Flugzeugherkunft daran, dass das Eis gelb, braun oder durch Desinfektionsmittel
blau gefarbt ist. Flugzeuge entleeren ihre Toiletten zwar nicht im Flug, wie
manchmal zu lesen ist, aber die Anschlussventile, durch die die Abwassertanks am



Boden geleert werden, schliefen in groler Hohe nicht immer so dicht wie am
Flughafen. Fliissigkeit kann nach aulen sickern und in der kalten Umgebungsluft am
Flugzeug festfrieren. Beim Landeanflug tritt das Flugzeug in warmere Luftschichten
ein, der Eisklumpen 16st sich und féllt zur Erde. Der Konstanzer Stidkurier berichtete
im Januar 2009 von einem Hausbesitzer aus Denkingen bei Tuttlingen, auf dessen
Grundstiick mehrmals im Jahr gefrorene Fakalienbrocken niedergehen. Auch in den
benachbarten Gemeinden, die im Bereich der Einflugschneise zum Flughafen
Ziirich-Kloten liegen, fallt immer wieder Unerfreuliches zu Boden.

Megacryometeore unterscheiden sich in ihrer Zusammensetzung eindeutig von
diesen euphemistisch «Blue Ice» genannten Funden. Aber dass mittelgrof3e
Eisbrocken sich an Flugzeugen bilden und von dort zu Boden fallen kénnen, ohne
unterwegs zu schmelzen, ist ein Punkt fiir die Anhdnger der Flugzeugtheorie. Wenn
keine leckenden Sanitdrinstallationen im Spiel sind, frieren vielleicht einfach
Niederschldge oder Luftfeuchtigkeit am Flugzeug fest? In diesem Fall wire zu
kldren, an welchen Stellen eines Flugzeugs Eisblocke der nétigen Struktur und
Grole entstehen konnen. Es ist zwar eine bekannte Tatsache, dass sich an
Flugzeugen Eis bilden kann, wenn sie bei Temperaturen zwischen 0 °C und —6 °C
durch feuchte Luft oder Niederschlag fliegen. Dabei entstehen allerdings
iblicherweise diinne Eisplatten oder Raureifbeldge, keine grolen Brocken.

Martinez-Frias und seine Kollegen wenden ein, dass bei den meisten
Megacryometeorfunden weder ein Flugzeug in Sichtweite war, noch nachtraglich ein
Uberflug zum fraglichen Zeitpunkt festgestellt werden konnte. Das muss allerdings
nicht viel heillen. Auch bei «Blue Ice»-Funden, fiir die es keine andere Quelle als ein
Flugzeug geben kann — es sei denn, man glaubt an Ufos mit irdischen Toiletten an
Bord —, lassen sich die Verursacher aus verschiedenen Griinden nur schwer
identifizieren. Ein groller, unregelmdfBiger Eisklumpen erreicht beim Sturz eine
Hochstgeschwindigkeit von knapp 200 km/h und braucht bei einer Reiseflughdhe
von zehn Kilometern drei Minuten bis zum Boden. Das Flugzeug legt knapp 1000
Kilometer pro Stunde zuriick, es ist daher im Moment des Eisaufpralls schon 50
Kilometer weit weg und mit blofem Auge nicht mehr erkennbar. Erschwerend
kommt hinzu, dass die Windrichtungen und -geschwindigkeiten in den durchquerten
Luftschichten ganz unterschiedlich sein konnen und das Eis daher nicht unbedingt
auf einer einfach zu berechnenden Bahn zu Boden fillt.

Im fiktiven Karussell der sich wiederholenden Argumente kommt jetzt ein Gegner
der Flugzeughypothese nach vorne gefahren. Er deutet auf mehrere Sammlungen mit
Berichten iiber Eis, das vom Himmel fiel, bevor es Flugzeuge gab. Am Abend des
13. August 1849 beispielsweise ging ein unregelmallig geformter Eisbrocken von
knapp sieben Metern Umfang auf dem Grundstiick eines Mr. Moffat im schottischen
Ballachulish nieder. Aber das Argumentenkarussell dreht sich weiter, die ndchste
Figur erklart, dass einzelne Anekdoten nichts beweisen, historische Quellen alles



Mogliche behaupten und die zitierten Berichtsammlungen von Ufo-Forschern und
anderen zweifelhaften Personen angelegt wurden.

Die ndchste Schnitzfigur ist ein historisch gebildeter Diskussionsteilnehmer, der
darauf hinweist, dass man in jungen Forschungsgebieten oft auf
Augenzeugenberichte aus dem Volke angewiesen ist. Tatsdachlich sah es in der
Frithgeschichte der Meteoritenforschung nicht anders aus. Die Berichte {iber vom
Himmel fallende Feuerbdlle, mit denen sich der deutsche Physiker Ernst Florens
Chladni im 18. Jahrhundert befasste, galten seinen Zeitgenossen als Zeugnisse
bdurischen Aberglaubens. Nachdem er 1794 die umstrittene These vertffentlichte, es
handle sich um Steinbrocken aus dem Weltall, wurden Meteoritenereignisse jedoch
aufmerksamer beobachtet und dokumentiert, andere Forscher begannen, die
Gesteinsfunde zu analysieren, und fiinfzig Jahre nach Chladnis Veroffentlichung war
der aullerirdische Ursprung der Meteoriten unter Wissenschaftlern weitgehend
akzeptiert.

Zum Schluss fahrt auf dem Argumentenkarussell ein ganzer Stammtisch vorbei.
Seine Mitglieder heben an beweglichen Armen Malkriige zum Mund und rufen:
«Klar, mit Chladni identifiziert sich jeder gern! Aber was ist mit den Legionen von
Forschern, deren Arbeit man nicht ernst nimmt, weil sie ndmlich einfach nicht recht
haben? Auf hundert von denen kommt nur ein einziger Chladni! Und iiberhaupt,
Klimawandel, wenn wir das schon horen! Heutzutage muss der Klimawandel ja
immer herhalten, wenn Wissenschaftler gern Férdergelder haben und in der Zeitung
stehen wollen! Und alles von unseren Steuern! Prost!» Das Glockenspiel ldutet, die
Tiiren schlielen sich, und beim ndchsten Eisbrocken geht alles wieder von vorne los.

Martinez-Frias und Kollegen haben eine Tabelle der bekannten Megacryometeor-
Ereignisse zusammengestellt, die einen steilen Anstieg der Haufigkeit seit den
1950er Jahren zeigt. Den Autoren zufolge spricht diese Zunahme fiir einen
Zusammenhang mit der globalen Erwdarmung. Allerdings passt die Beobachtung
genauso gut zur Flugzeug-Theorie: Der Flugverkehr hat in derselben Zeit erheblich
zugenommen. Noch unpraktischer: Da die Weltbevolkerung sich im selben Zeitraum
fast verdreifacht hat und das Nachrichtenwesen ausgebaut wurde, ist es heute erstens
wahrscheinlicher, dass ein herabstiirzender Eisbrocken iiberhaupt jemandem vor die
FiilBe fallt, zweitens, dass eine Zeitung dariiber berichtet, und drittens, dass
Megacryometeorforscher von diesem Zeitungsbericht erfahren. In den letzten zehn
Jahren ist die selbstverstarkende Wirkung von Zeitungsartikeln iiber
Megacryometeore hinzugekommen. Thre Veroffentlichung hat dazu gefiihrt, dass
andere Journalisten solche Fille als Medienthema erkennen und ebenfalls dariiber
berichten. Denkbar ist also auch, dass die Eisbrocken heute mit genau derselben
Haufigkeit zur Erde stiirzen wie im Jahr 1950.

Immerhin steht fest, dass tatsdachlich hin und wieder gréfere Eisstiicke vom
Himmel fallen, die weder aus Abwasser bestehen, noch aus den Tiefkiihltruhen von
Spallvogeln stammen. Der Rest bleibt strittig, aber Megacryometeore sind ein



demokratisches Rétsel: Jeder hat die — wenn auch kleine — Chance, dabei zu sein,
wenn der ndchste in einem Vorgarten zersplittert. Vorausgesetzt, Sie standen nicht
direkt am Einschlagsort, sondern ein paar Schritte daneben, kénnen Sie dann
personlich mithelfen, das Unwissen in der Welt zu verringern. Notieren Sie die
Uhrzeit. Halten Sie nach Flugzeugen und Kondensstreifen Ausschau, und zwar nicht
nur direkt iiber Thnen, sondern auch am Horizont. Fotografieren Sie die
Einschlagstelle, wenn sich das ohne groRen Zeitverlust einrichten ldsst — am besten
zusammen mit einem Gegenstand zum GrofRenvergleich. Stecken Sie ein méglichst
grofSes Stiick Eis in eine unbenutzte Plastiktiite, ohne es mit blofen Handen zu
beriihren. (Dabei geht es nicht so sehr darum, dass das Eis Ungesundes enthalten
konnte, sondern darum, dass an Thren Hianden Substanzen kleben, die die spatere
Analyse erschweren.) Legen Sie die Plastiktiite in ein Gefrierfach, das idealerweise
minus 20 Grad haben sollte. Wenn Schédden entstanden sind, verstindigen Sie die
Polizei, ansonsten das ndchstbeste meteorologische Institut und die
Nachrichtenkanéle Threr Wahl. Das Zurechtlegen von Satzen wie «Im ersten
Moment wusste ich tiberhaupt nicht, was geschehen war», «Es hérte sich an wie eine
Bombe» oder «Tot hitte ich sein konnen!» ist optional.



[zur Inhaltsiibersicht

Naturkonstanten

I believe there are 15,747,724,136,275,002,577,605,653,961,181,555,468,
044,717,914,527,116,709,366,231,425,076,185,631,031,296 protons in the universe and the same number of
electrons.

Sir Arthur Eddington, «The Philosophy of Physical Science», 1939

Naturkonstanten heien G, «, ¢, m, oder h und tauchen in physikalischen

Gleichungen so zuverldssig auf wie Ratten auf Miilldeponien. Die Anziehungskraft
zwischen zwei Korpern zum Beispiel berechnet sich als Produkt der Massen, geteilt
durch das Quadrat ihres Abstandes mal eine Naturkonstante — die
Gravitationskonstante G, die 0,00000000006673 Kubikmeter pro Kilogramm pro
Quadratsekunde betragt.

Die Anwesenheit von Konstanten in Naturgesetzen ist keineswegs
selbstverstandlich. Fiir Leute, die den Anspruch haben, die Welt zu erklaren, ist das
Auftauchen von krummen und mysteriésen Zahlen in den sauberen Theorien ein
Argernis. Naturkonstanten sind die Liicken in den Theorien, Stellen, an denen die
Theorie nicht weiterweiR. Uber den Konstanten in den Naturgesetzen muss man sich
die Gedankenblase «Vorlaufig, bitte nochmal nachdenken» vorstellen. Andere
formulieren es positiver und beschreiben Konstanten als eine Art Fenster, das uns
einen Blick auf die Welt erlaubt. Zundchst jedoch miissen die Laborleute ran und
jede einzelne der Konstanten miihselig ausmessen. Die erwdhnte
Gravitationskonstante G wurde erstmals im Jahr 1798 von dem englischen Physiker
Henry Cavendish bestimmt, mit Hilfe eines Apparats, der vor allem aus Kugeln und
Drdhten besteht. Ohne Frage wiirden Physiker ein Naturgesetz vorziehen, das ohne
Drdhte auskommt.

Mit jeder neuen Theorie entstehen neue Konstanten. Die Spezielle
Relativitdtstheorie zum Beispiel fiihrt die Lichtgeschwindigkeit im Vakuum (c = 299
792 458 Meter pro Sekunde) als Naturkonstante ein. Man wusste zwar seit dem 17.
Jahrhundert, dass Licht eine Geschwindigkeit hat, aber ihren Status als Konstante
verdankt diese Geschwindigkeit Albert Einstein. Andere Konstanten verschwinden,
wenn die dazugehorigen Theorien durch neue ersetzt werden, was eine iibermdfSige
Vermehrung der Konstanten zum Gliick verhindert. So verlor die
Schwerebeschleunigung auf der Erde (g = 9,81 Meter pro Quadratsekunde) ihren
Status als Naturkonstante, weil sie sich aus dem Newton’schen Gravitationsgesetz



als Spezialfall ableiten ldsst, wozu man lediglich Masse und Radius der Erde
bendtigt — und die neue Konstante G.

Die Naturkonstantenforschung ist keine eigenstandige Disziplin, sondern immer
gekoppelt an ein theoretisches Konstrukt — man nimmt die faulen Stellen der
jeweiligen Theorie unter die Lupe. Die Anzahl der Naturkonstanten, die wirklich
diesen Namen verdienen, also fundamentale Eigenschaften des Universums sind,
hdngt davon ab, welche Theorie iiber das Universum man fiir richtig hélt. Es gibt
gute Griinde, an zwei, drei oder gar keine fundamentalen Konstanten zu glauben. Die
zurzeit {iblichen Modelle zur Beschreibung der Welt benétigen allerdings
mindestens 22, darunter so wenig bekannte wie den Weinbergwinkel, den man unter
anderem bei der Beschreibung des radioaktiven Zerfalls von Elementen braucht.

Wenn Konstanten entstehen und wieder verschwinden, ist es auch nicht mehr so
verwunderlich, dass die heute gebrduchlichen Naturkonstanten nicht unbedingt
konstant sein miissen — so bizarr sich das anhort. Eigentlich kénnen wir nur dann
sicher sein, dass eine Konstante konstant ist, wenn wir genau wissen, was sie
bedeutet und wo sie herkommt. Solange wir das nicht verstanden haben, kénnen die
Naturkonstanten machen, was sie wollen.

Der englische Physiker Paul Dirac gehorte zu denen, die als Erste iiber variable
Konstanten spekulierten. In seiner «Hypothese der groflen Zahlen» stellte er fest,
dass das Verhdltnis aus der elektrischen Anziehung zwischen Proton und Elektron
und der Schwerkraft — eine Naturkonstante — ungefdahr genauso grol$ ist wie das Alter
des Universums, wenn man die Einheiten geschickt wéhlt. Beide Zahlen liegen im
Bereich von 10%°, einer Eins mit vierzig Nullen. Dirac hielt dies nicht fiir Zufall,
sondern fiir einen Fall von verdnderlichen Naturkonstanten — die
Gravitationskonstante entwickle sich invers proportional zur Zeit und werde mit
zunehmendem Alter des Universums immer kleiner. Die meisten seiner Kollegen
tun solche Mutmallungen als Zahlenmystik ab. Der zugrundeliegende Ansatz jedoch
ist nicht so abwegig: Naturkonstanten sind vielleicht nicht einfach irgendwelche
Zahlen, sondern physikalische Parameter, die sich mit dem Universum entwickeln.
Es ist also sicher eine gute Idee, nachzusehen, ob sie an anderen Orten und zu
anderer Zeit noch dieselben sind.

Viele Naturkonstanten entziehen sich einer sinnvollen Kontrolle, weil sie zu eng
an die menschengemachten Malleinheiten gebunden sind. Ein Beispiel ist die
Langeneinheit Meter: Bis 1960 war das Meter anhand eines Metallbarrens definiert.
Die Lange eines solchen Barrens wird unter anderem durch die Grofe seiner Atome
bestimmt, die wiederum von diversen Naturkonstanten abhdngt. Verdndern sich die
Naturkonstanten, dann verdndert sich auch der Langenstandard, den man zur
Messung der Naturkonstanten benétigt, und am Ende ist man genauso schlau wie am
Anfang. Meistens konzentriert man sich daher auf Naturkonstanten, die die
angenehme Eigenschaft haben, ohne MaReinheit auszukommen; sogenannte



dimensionslose Konstanten.

Besonderer Aufmerksamkeit erfreut sich die dimensionslose
«Feinstrukturkonstante» @, die unter anderem die Stdrke der elektrischen Abstollung
und Anziehung und die Starke der Wechselwirkung zwischen Elektron und Photon
festlegt. Sie betragt fast exakt 1/137, also 0,0073. Eine praktische Eigenschaft der
Feinstrukturkonstante: Sie taucht fast {iberall auf, wo etwas mit Atomen passiert.
Atome sind recht weit verbreitet im Universum, was eine Messung von « erleichtert.
Die Feinstrukturkonstante hangt von diversen anderen Konstanten ab, einschlief8lich
der Lichtgeschwindigkeit und der Ladung des Elektrons, die man weniger leicht
iberpriifen kann. Sollte a nicht konstant sein, dann ist eine dieser anderen
Konstanten schuld.

In den letzten Jahrzehnten ist die empirische Verifizierung der
Feinstrukturkonstante in Fahrt gekommen, vor allem, weil man zwei hervorragende
Laboratorien fiir solche Tests gefunden hat. Eines davon liegt in der Region Oklo im
westafrikanischen Staat Gabun. Oklo ist bisher der einzige Ort auf der Welt, an dem
man natiirliche Kernreaktoren gefunden hat. Vor geschédtzten zwei Milliarden Jahren
passierte dort unterirdisch genau das, was heute in Atomkraftwerken ablauft — nur
ohne Betonkuppel, Kiihlwassertiirme und Biirgerproteste.

Der Boden in Oklo verfiigte damals iiber eine ungew6hnlich hohe Konzentration
des Uranisotops mit dem Atomgewicht 235 — 3 Prozent des gesamten Urans, normal
waren 0,7 Prozent. Uran 235 ist das gleiche Isotop, das man in Atomkraftwerken als
Ausgangsmaterial verwendet, und es zerfallt anspruchslos von alleine. Wenn man
jedoch eine Kettenreaktion auslésen will, sodass der Zerfall eines Atoms
automatisch den Zerfall weiterer Atome nach sich zieht, muss man das Uran in
einem Material lagern, das die bei der Spaltung entstehenden Neutronen abbremst.
In Oklo wurden Neutronen durch Grundwasser abgebremst. Die Bedingungen waren
so giinstig, dass der natiirliche Reaktor ein paar hunderttausend Jahre lang genug
Energie produzierte, um circa zehn Einfamilienhduser zu heizen. Leider verdampfte
dabei allmé&hlich das neutronenbremsende Wasser, und der Reaktor brachte sich
selbst zum Stillstand. Heute findet man im Boden von Oklo die typischen Abfélle
von Kernreaktionen.

Der russische Physiker Alexander Shlyakhter zeigte im Jahr 1976, wie man mit
Hilfe der Bodenproben von Oklo die Feinstrukturkonstante messen kann. Man macht
sich dabei zunutze, dass der Zerfall eines Isotops von Samarium — einem
Zwischenprodukt des Uranzerfalls — extrem empfindlich auf Anderungen der
Konstante reagieren wiirde, wenn sie sich denn dndert. Aus der chemischen
Zusammensetzung des Bodens im Oklo-Reaktor kann man zumindest theoretisch
ableiten, welchen Wert die Konstante hatte, als der Reaktor noch funktionierte.
Diese Analyse ist leider alles andere als trivial. Man muss unter anderem verstehen,
was genau in Oklo vor zwei Milliarden Jahren ablief, insbesondere wie sich die
Neutronen damals benommen haben. Auflerdem bendétigt man ein solides Modell der



Vorgange in Atomkernen. Diese Schwierigkeiten halten Wissenschaftler jedoch
nicht davon ab, regelmaRig neue Feinstrukturkonstanten aus den Gruben von Oklo
zutage zu fordern.

Die meisten Physiker sehen auf der Grundlage der Oklo-Bodenproben keinen
Anlass, an der Konstanz der Konstante zu zweifeln. Im Moment sieht es so aus, als
sei a seit zwei Milliarden Jahren mindestens bis auf circa 0,00001 Prozent konstant.
Ab und zu jedoch melden sich Leute zu Wort, die ausgehend von den Oklo-Daten
glauben, eine Veranderung in der ndchsten Stelle hinter dem Komma festgestellt zu
haben. Ob das stimmt oder nicht, dariiber wird heftig diskutiert, aber alle scheinen
sich darin einig zu sein, dass das letzte Wort in der Angelegenheit noch nicht
gesprochen ist.

Die anderen Orte, die uns einen Blick in die Vergangenheit von a ermdglichen,
sind leider deutlich weiter weg als Gabun — so weit, dass man die Hilfe von
Astronomen benétigt. Quasare sind die Kerne von speziellen Galaxien und aulSerdem
die hellsten Objekte im Universum (abgesehen von kurzzeitigen Explosionen). Sie
verschleudern so viel Licht, dass wir sie auch noch in Entfernungen von mehr als 12
Milliarden Lichtjahren sehen kénnen. Ihre Energie beziehen Quasare aus dem freien
Fall von Materie. Wenn eine Tasse aus groBer Hohe auf die Erde féllt, dann wird
ihre Bewegungsenergie schlagartig in eine andere Form umgewandelt, die eventuell
zur Zerstorung der Tasse fiihrt. Ersetzt man die Tasse durch einen Strom aus Gas,
die Erde durch ein Schwarzes Loch, die einfachen Gesetze der fallenden Tasse durch
wesentlich kompliziertere und bldst alles auf unvorstellbare Dimensionen auf, dann
hat man so etwas Ahnliches wie einen Quasar konstruiert. Die Energie wird in
diesem Fall als Licht abgestrahlt und landet nach geraumer Zeit in unseren
Fernrohren.

Auf dem Weg dorthin muss das Licht allerdings oft durch intergalaktische
Nebelschwaden, die zwischen uns und den Quasaren liegen. Wir wissen das, weil die
Atome in diesen Wolken aus Gas Licht verschlucken, das dann im Teleskop nicht
mehr ankommt. Welche Sorten Licht die Atome verschlucken, hdangt auf subtile Art
wieder von der Feinstrukturkonstante ab, die man daher prézise ableiten kann.

Die Elektronen in Atomen befinden sich auf verschiedenen Energieniveaus, so wie
sich die Bewohner eines Mehrfamilienhauses auf mehrere Etagen verteilen. Will ein
Elektron eine Etage nach oben, so benétigt es eine bestimmte Menge an Energie, die
es sich zum Beispiel von Licht holen kann. Jedes Lichtteilchen trégt eine exakt
festgelegte Energiemenge, die nur von seiner Frequenz abhdngt. Deswegen
verschlucken Atome Licht bei spezifischen Frequenzen. Analysiert man das Licht
eines Quasars, so ist er bei bestimmten Frequenzen weniger hell als sonst, weil die
erwdhnten Wolken Atome enthalten, die genau dieses Licht wegnehmen. Die Stellen,
an denen Licht fehlt («Absorptionslinien»), kann man fiir alle moglichen Atome in
Ruhe auf der Erde ausmessen und dann mit den Quasardaten vergleichen. Anhand



der Absorptionslinien kann man nicht nur die Anwesenheit von bestimmten Atomen
iberpriifen, sondern auch jede Menge niitzliche Dinge messen, z.B. die Temperatur

des Gases, die Entfernung der Wolke — und eben die Feinstrukturkonstante, weil sie

die Abstdnde zwischen den Elektronenetagen regelt.

Weil die Quasare oft mehrere Milliarden Lichtjahre entfernt sind, ist das Licht,
das wir empfangen, auch mehrere Milliarden Jahre alt. Wir sehen also nicht nur in
die Ferne, sondern auch in die Vergangenheit, viel weiter zuriick als mit dem Oklo-
Reaktor. Die bisher beste Methode, um aus Quasarlicht o zu ermitteln, stammt von
einem australischen Team unter der Leitung von John K. Webb. Der Schliissel zum
Erfolg ist hier die Analyse von ganzen Serien aus Absorptionslinien und mehreren
Atomarten auf einen Schlag. Leider ist auch hier der Weg zur Feinstrukturkonstante
unangenehm kompliziert und abhdngig von unserem Wissen iiber die Innereien der
Atome, mit denen man es zu tun hat. Aullerdem ist die erforderliche
Messgenauigkeit unverschamt hoch, und schon winzige unerkannte Fehler machen
alles kaputt.

Mit ihrer neuen Technik bewaffnet begaben sich die Australier zum
Riesenteleskop «Keck», das seit Anfang der 1990er Jahre auf einem erloschenen
Vulkan in Hawaii steht und mit Hilfe eines zehn Meter grollen Spiegels Licht
einsammelt. Und tatsdchlich: Webb, der Doktorand Michael Murphy und diverse
Kollegen fanden 2001 erstmals eine Verdnderung von « in der Gegend von knapp
0,001 Prozent, und zwar fiir Quasare, die 6 bis 12 Milliarden Lichtjahre entfernt
sind. Zunachst waren die Australier misstrauisch, aber ein Test nach dem anderen
bestdtigte ihr Ergebnis. Die Konstante ist offenbar nicht konstant.

So einfach jedoch funktioniert Wissenschaft nicht, insbesondere nicht, wenn man
an ihren Fundamenten riittelt. Die Leute nehmen die Sensation erst mal zur Kenntnis
und warten ab, ob andere Forscher mit anderen Riesenteleskopen das Ergebnis
bestdtigen. Der natiirliche Gegenspieler des amerikanischen Keck-Teleskops ist das
europdische «Very Large Telescope» (VLT), das in der Atacama-Wiiste in Chile
steht. Zwischen 2004 und 2006 wurden diverse Versuche unternommen, mit dem
VLT das Gleiche zu tun wie mit dem Keck, und alle Messungen ergaben dasselbe
Ergebnis: a steht wie eine Eins und dndert sich nicht — im krassen Widerspruch zum
Keck-Resultat.

Widerspriichliche Ergebnisse sind immer interessant, weil sie erst zu langen
Debatten und dann oft zu neuen Ideen fiihren. Bisher steht es unentschieden
zwischen den Australiern und ihren Kontrahenten. Aufféllig ist jedenfalls, dass die
zwei Teleskope unterschiedliche Ergebnisse liefern. Manche sehen darin einen
klaren Hinweis auf unentdeckte systematische Fehler bei einem der beiden. Webb
und Co. gehen mittlerweile einen Schritt weiter. Sie analysieren die VLT-Daten mit
ihrer eigenen Methode und finden, Uberraschung, eine variable
Feinstrukturkonstante — aber in die andere Richtung. Bei den Keck-Quasaren war o
in der Vergangenheit kleiner, bei den VLT-Quasaren groer. Wahrend Keck auf der



Nordhalbkugel der Erde steht und daher vor allem Objekte in der Nordhélfte des
Himmels beobachten kann, sieht das VLT in Chile vor allem die Quasare im Siiden,
weshalb man viele dieser Objekte nur von einem der beiden Teleskope aus
beobachten kann. Nimmt man einmal an, dass beide Ergebnisse stimmen, dann
bedeutet es, so Webb in einer Publikation aus dem Jahr 2010, dass a nicht nur
zeitlich, sondern auch rdumlich variabel ist — ndmlich im Norden anders als im
Siiden. Das macht die Sache natiirlich weder einfacher noch den Diskussionsbedarf
kleiner.

Mit den Quasaren kann man iibrigens noch ganz andere Naturkonstanten
nachmessen, zum Beispiel das dimensionslose Verhdltnis von Protonen- und
Elektronenmasse. Auch da gab es schon Meldungen von Variationen, aber es sieht
wohl so aus, als sei der Wert mindestens bis auf 0,001 Prozent konstant. Ahnliches
gilt fiir die Gravitationskonstante. Offenbar leben wir nicht in dem Universum, das
sich Dirac vorgestellt hat — die Schwerkraft ist haltbarer, als er dachte.

Man kann Konstanten iibrigens auch ohne die Hilfe von Afrika und Quasaren
messen. Nur noch ein Beispiel aus dem Sammelsurium an Methoden: Man lasst
verschiedene Atomuhren gegeneinander um die Wette laufen und sieht nach, welche
als erste ins Ziel kommt. Weil Atomuhren wiederum vom Inneren der Atome
abhédngen ( - Zeit), kann man daraus auf umstandliche Art und Weise ein paar
Konstanten ableiten. Mit dem Uberpriifen von Naturkonstanten kann man als
Physiker problemlos seinen Unterhalt verdienen.

Abgesehen von der Frage, ob unsere Konstanten wirklich Konstanten sind, steht
noch ein anderes grofles Problem im Raum: Warum haben die Konstanten genau die
Werte, die sie haben? Namhafte Physiker haben sich in dunklen Stunden an dieser
Frage abgearbeitet. Der Engldnder Arthur Eddington zum Beispiel schaffte es, einen
Zusammenhang zwischen der Feinstrukturkonstante und der Anzahl der Protonen im
beobachtbaren Universum an den Haaren herbeizuziehen und erntete dafiir einigen
Spott in Physikerkreisen.

Irgendeinen Wert miissen die Dinger ja schlieRlich haben, kénnte man naiv
erwidern, aber das ist zu kurz gedacht. Waren die Konstanten nur ein klein bisschen
verstellt — es gdbe uns nicht. Man muss nur leicht an den Massen von
Elementarteilchen oder an der Starke ihrer Wechselwirkung (z.B. an der
Feinstrukturkonstante) drehen, und Atome stiirzen zusammen, Sterne funktionieren
nicht mehr richtig, und auch sonst geht alles den Bach runter. Komplizierte Chemie,
wie sie fiir die Entstehung von Leben notwendig ist, steht in vielen der verstellten
Universen nicht auf dem Stundenplan. Offenbar ist unser Universum so eingestellt,
dass es gerade uns geben kann. Insofern miissen die Konstanten genau die Werte
haben, die sie haben, damit wir uns diese Sorgen iiberhaupt machen kénnen.

Trotzdem muss es eine Erklarung geben, es gibt schlieflich immer eine. In diesem
Fall sogar zwei: Auf der einen Seite kdnnte das Universum eben exakt so



eingerichtet sein, dass unsere Existenz moglich ist, eine Hypothese, die die
Menschheit in direkten Zusammenhang mit dem Ursprung des Universums bringt
und meist einen intelligenten Designer verlangt. Bei Designer denkt man
automatisch an Gotter, die iiber den physikalischen Gesetzen stehen, aber es wére
auch denkbar, dass unser Universum von hochentwickelten — Auferirdischen
zusammengeschraubt wurde. Oder aber in einer Art Computer simuliert wird, warum
nicht.

Auf der anderen Seite konnten einfach alle Welten mit allen moglichen
Kombinationen aus Naturkonstanten existieren. In solchen «Multiversums»-
Theorien — es gibt ziemlich viele verschiedene davon — wohnen wir in dem einen
Universum von Abermillionen, in dem es Strom aus der Steckdose und fliefendes
Wasser gibt. Falls das so ist, konnten wir aus den Naturkonstanten eventuell etwas
iber unsere Nachbaruniversen lernen. Der amerikanische Astronom Fred Adams
zum Beispiel rechnete im Jahr 2008 aus, dass ein Viertel der méglichen
Kombinationen aus Naturkonstanten die Entstehung von Sternen erlaubt. Wer sich
also jemals in ein anderes Universum verirrt, hat gewisse Chancen, dort ebenfalls
einen Sternenhimmel vorzufinden.

Ob Design oder Multiversum: Die Frage, warum wir existieren, ist zumindest hart
am Limit dessen, was man mit den Mitteln der Physik beantworten kann. Schnell
gerdt man in zweifelhafte Kreise und muss den Rest seines Lebens als Philosoph
arbeiten. Keine schéne Aussicht, wenn man bedenkt, wie viel Spall man in Hawaii
oder Westafrika haben kénnte.



[zur Inhaltsiibersicht

Orgasmus, weiblicher

Wie wunderbar ist es, dass Mann und Frau wichsen kénnen! Es ist ein Genuss, wenn man allein ist, eine
groBe Kompensation fiir Arger und Gram, und eine erfreuliche Bereicherung in der Gesellschaft anderer.
Walter in «Mein geheimes Leben» (1888—1892)

«Warum gibt es eigentlich den Orgasmus?» ist eine Frage, die unter Laien viel
seltener diskutiert wird als beispielsweise «Warum gibt es eigentlich das
Schnabeltier?», und das, obwohl der Orgasmus insgesamt haufiger und nicht nur in
Australien auftritt. Wenn es dann doch zu einer Diskussion kommt, hort man oft die
Antwort: «weil er Spall macht». Spal$ aber ist fiir die Natur kein Argument, wie man
unschwer an der Existenz von Riickenschmerzen, Nieselregen und — Erdbeben
erkennen kann. Warum Manner Orgasmen haben, ldsst sich noch relativ einfach
erkldren: Der Orgasmus dient als Anreiz, die sexuelle Betdtigung nicht abzubrechen
und die Frau moglichst nicht weggehen zu lassen, bevor die Ubertragung von
Keimzellen an einen hoffentlich zur Fortpflanzung geeigneten Ort abgeschlossen ist.

Anders bei der Frau, zu deren erfolgreicher Vermehrung es geniigt, alle paar Jahre
einmal Sex zu haben, der so lange dauert, dass der madnnliche Samenerguss
stattfinden kann. Dafiir wiirde es ausreichen, wenn Frauen Sex milde amiisant finden
wiirden, etwa so wie eine Riickenmassage. Schlie8lich kratzen wir uns auch
freiwillig, wenn es juckt, und wir essen, wenn uns danach ist, ohne eine Kratz- oder
Essklimax als Belohnung zu verlangen. Zur Steigerung der
Fortpflanzungsmotivation kénnte man irgendwo am Kérper eine empfindliche Stelle
vorsehen, die, wenn man sie kitzelt, im Kopf Interesse an sexueller Betdtigung
weckt. Tatsdchlich scheinen Forscher ohne grolSe Streitereien hinzunehmen, dass
diese Art Evolutionsdruck fiir die Klitoris verantwortlich sein konnte. Aber das
erkldrt noch nicht, warum dasselbe Organ, wenn man es ein wenig langer kitzelt,
auch einen Orgasmus zustande bringt. Das Argument «Es wére doch aber gemein
und ungerecht, wenn nur Manner einen Orgasmus hatten!» ist der Natur ndmlich
egal, schlielllich ist es auch ungerecht, dass viele Affen seidige Greifschwéanzchen
haben, Menschen aber nicht.

Wihrend Laien sich damit zufriedengeben, dass Orgasmen {iberhaupt existieren,
haben sich Forscher verschiedener Fachbereiche in den letzten Jahrzehnten einige
Erklarungen fiir das Phdnomen ausgedacht, und zwar mindestens 21 Stiick. Die
amerikanische Wissenschaftsphilosophin Elisabeth Lloyd hat sie fiir ihr 2005



erschienenes Buch «The Case of the Female Orgasm» aufgelistet und begriindet,
warum ungefdhr zwanzigeinhalb davon nicht viel taugen.

19 dieser Hypothesen erkldren den weiblichen Orgasmus auf unterschiedlichen
Umwegen als evolutiondre Anpassungsleistung. (Im Konzept «evolutiondre
Anpassung» verstecken sich wiederum einige grundlegende Fragen, die im Kapitel
— Briiste nachzulesen sind.) In etwa der Halfte dieser Theorien hat sich der
Orgasmus im Zusammenhang mit der monogamen Paarbindung entwickelt. Fiir die
evolutiondre Niitzlichkeit der Paarbindung gibt es eine Vielzahl méglicher
Begriindungen, unter anderem die lange Unselbstdndigkeit von Kleinkindern, deren
Uberlebenschancen steigen, wenn sich beide Elternteile um sie kiimmern. Die
sexuelle Betdtigung, so das Modell, festigt diese Bindung starker, wenn sie beiden
Partnern moglichst viel Vergniigen bereitet.

Diese Hypothese bringt zwei Probleme mit sich: Zum einen spricht wenig dafiir,
dass die Fahigkeit zum Orgasmus die Treue zu einem bestimmten Partner steigert.
Ein Interesse am Orgasmus konnte genauso gut den Seitensprung férdern und damit
die Untergrabung der Paarbindung. Zum anderen begriinden die
Paarbindungstheorien lediglich, warum Frauen beim Geschlechtsverkehr Orgasmen
haben. Wir erinnern uns: Die urspriingliche Aufgabe war eigentlich, den weiblichen
Orgasmus zu erkldren, Punkt. Wer nur den Orgasmus beim Geschlechtsverkehr
erkldrt, geht implizit von vornherein davon aus, dass der weibliche Orgasmus eine
evolutiondre Anpassung ist, und setzt damit das voraus, was eigentlich erst zu
beweisen wire.

Aullerdem sind «Orgasmus» und «Orgasmus beim Geschlechtsverkehr» offenbar
auch technisch nicht einfach gleichzusetzen. Beim Geschlechtsverkehr brauchen
Frauen 10 bis 20 Minuten bis zum Orgasmus, beim Onanieren hingegen nicht langer
als Méanner, namlich im Schnitt vier Minuten. Die Techniken, die die iiberwiegende
Mehrheit dabei einsetzt, haben — anders als beim Mann — mit dem Geschehen beim
Geschlechtsverkehr eher wenig zu tun, im Klartext: Das Einfiihren von
Gegenstdnden in die Vagina ist nicht so beliebt, wie man erwarten kénnte. Die
Klitoris wiederum sitzt nicht da, wo die Evolution sie eigentlich hitte anbringen
miissen, wenn das Erzeugen von Orgasmen beim Verkehr ihre Hauptaufgabe wire.
Befragungen (auf deren Probleme wir noch zu sprechen kommen) ergeben ziemlich
einhellig, dass nur eine Minderheit halbwegs zuverldssig durch Geschlechtsverkehr
zum Orgasmus gelangt. Das alles ist nicht leicht mit Erkldarungen in Einklang zu
bringen, denen zufolge sich der weibliche Orgasmus im Zusammenhang mit dem
Fortpflanzungsakt entwickelt hat.

Ein anderes Problem aller Anpassungstheorien sind die fehlenden Anzeichen
dafiir, dass die Orgasmusfdhigkeit Einfluss auf den Fortpflanzungserfolg hat. Bis ins
19. Jahrhundert gingen Rechtsmediziner davon aus, dass bei Vergewaltigungen
mangels Orgasmus der Frau keine Schwangerschaft entstehen kann. Wurde eine Frau
durch eine Vergewaltigung schwanger, war offenbar ihre «Liebeshitze»



hinzugekommen, es handelte sich also nach damaligem Rechtsverstdndnis nicht
mehr um eine Vergewaltigung. Heute weill man, dass Frauen problemlos ohne
Orgasmus schwanger werden. Im Zusammenhang mit Kinderwunschbehandlungen
taucht ofter der Ratschlag auf, nach der kiinstlichen Befruchtung zu onanieren, weil
der Orgasmus die Erfolgswahrscheinlichkeit erh6hen soll, aber fiir eine Wirksamkeit
dieser Technik gibt es keine Belege. Das bedeutet nicht, dass diese Belege nicht
noch auftauchen kénnten, aber nach derzeitigem Wissensstand hat der weibliche
Orgasmus keine Auswirkungen auf die Wahrscheinlichkeit, schwanger zu werden.

Als konkrete Begriindung fiir die Befruchtungshilfetheorie wird angefiihrt, dass
sich beim Orgasmus «der Muttermund senkt und dadurch tiefer ins Sperma
eintaucht» oder die Gebarmutter durch rhythmische Kontraktionen staubsaugerartig
das Ejakulat aus der Vagina pumpt. Zwar sinkt beim Orgasmus tatsdchlich der Druck
in der Gebarmutter, wie C. A. Fox und Kollegen 1970 in einem Versuch
herausfanden, bei dem sie ein Messgerdt in der Gebarmutter einer Frau platzierten
(bei der es sich vermutlich um Fox’ Ehefrau Beatrice handelte, «ohne deren Hilfe
diese Forschungsarbeit nicht moglich gewesen wéare»). Dem Ejakulat scheint dieser
Unterdruck allerdings egal zu sein, dafiir sprechen jedenfalls Experimente der
Sexualwissenschaftler Ernst Grafenberg (nach dem der G-Punkt benannt ist),
William Masters und Virginia Johnson. Sie brachten Rontgenkontrastfliissigkeit in
einem Pessar vor dem Gebdrmutterhals an, die dort jedoch tatenlos liegen blieb und
keine Anstalten machte, sich aufsaugen zu lassen. Auch hilft dem Sperma die
Hilfestellung vielleicht gar nicht weiter, denn der Gedanke liegt zwar nahe, dass die
Fruchtbarkeit steigt, wenn das Sperma schneller Richtung Ei beférdert wird, aber
Forschung besteht nicht aus naheliegenden Gedanken, und untersucht hat den
Sachverhalt bisher offenbar noch niemand.

Vor denselben Problemen stehen die Anhdnger der in den letzten Jahren beliebten
«Spermakonkurrenz»-Orgasmustheorien. Das Modell sieht vor, dass Weibchen mit
Hilfe des Orgasmus das Sperma genetisch iiberlegener Mannchen ziigiger Richtung
Ei transportieren. Das ist dann von Interesse, wenn mehrere Kopulationen mit
unterschiedlichen Partnern in einem kurzen Zeitraum stattfinden. Dieser Brauch
wird bei vielen Tierarten gepflegt. Er ist auch bei Menschen nach Ansicht der
Spermakonkurrenzanhdnger beliebt genug oder war es wenigstens in jliingerer
evolutiondrer Vergangenheit, um einen solchen Mechanismus lohnend erscheinen zu
lassen. Spermakonkurrenz ist bei Tieren gut belegt, ob es sie beim Menschen
tiberhaupt gibt, ist aber umstritten, erst recht als Erklarung des weiblichen
Orgasmus. Falls es sich tatsdchlich so verhalten sollte, dass genetisch besser
ausgestattete Mdnner fiir mehr Frauenorgasmen sorgen, benétigt diese — noch zu
belegende — Theorie jedenfalls als Grundlage ebenfalls einen noch zu erkldarenden
Staubsaugermechanismus.

Wer die Hypothesen vom Orgasmus als Befruchtungshilfe besser belegen wollte,



miisste also erstens zeigen, dass beim Orgasmus Fliissigkeit in die Gebarmutter
gesaugt wird, zweitens, dass sich dadurch die Befruchtungswahrscheinlichkeit
erhoht, und drittens, dass durch diese erh6hte Befruchtungswahrscheinlichkeit
Frauen mit Orgasmen ihre Gene erfolgreicher unters Volk bringen. Auch das
versteht sich nicht von selbst, denn die erfolgreiche Befruchtung ist nicht unbedingt
der Engpass der Vermehrung, wie wir im Kapitel — Briiste gesehen haben.

Dass es beim Orgasmus zu rhythmischen Kontraktionen der weiblichen
Geschlechtsorgane kommt, ist unumstritten. Vielleicht, so vermuteten einige
Forscher in den 1980er Jahren, ist der weibliche Orgasmus ja nur eine Hilfestellung
fiir den Mann? Dagegen spricht, dass die Weibchen einiger Tierarten, darunter auch
Primaten, genau diese Kontraktionen auch ohne Orgasmus zustande bekommen. Bei
mehreren anderen Primatenarten hingegen haben Verhaltensforscher inzwischen das
Auftreten von Orgasmen beobachtet (und in Experimenten ausgeldst; ein
iiberraschender Aspekt des Primatologen-Berufsbilds). Da Affinnen auf die Frage
«Wie war ich?» keine brauchbare Antwort geben, beruhen diese
Orgasmusidentifikationen auf Indizien wie vaginalen und analen Spasmen und dem
«Klimaxgesicht» und lassen entsprechend Raum fiir Streitigkeiten. Die Primatinnen
verursachen zusdtzliche Erklarungsmiihe, indem sie diese Orgasmusanzeichen gern
beim Masturbieren und bei homosexuellen Praktiken zeigen, aber selten bis gar
nicht bei der klassischen Kopulation.

Einer Hypothese des Sexualwissenschaftlers Milton Diamond und der
Anthropologin Sarah Blaffer Hrdy zufolge ist gerade die Unzuverldssigkeit des
weiblichen Orgasmus eine evolutiondre Anpassungsleistung. Mensch und Tier halten
an einer gelernten Verhaltensweise dann am hartnédckigsten fest, wenn sie in
unregelmalligen Abstdnden belohnt wird. Elisabeth Lloyd wendet gegen diese
Theorie ein, im Tierversuch funktioniere diese Art der Konditionierung nur, wenn
das gewiinschte Verhalten zundchst ganz regelmaliig verstarkt wird. Anfangs belohnt
man das Tier jedes Mal, wenn es das Richtige tut, spdter nur noch in unregelmafigen
Abstdnden. Gegen Lloyds Einwand spricht wiederum, dass Psychologen dieselbe
Erklarung auch fiir andere menschliche Verhaltensweisen heranziehen, ohne dass
sich dagegen bisher grofler Widerspruch erhoben hat. Insbesondere in der Erklarung
der Automatenspielabhdngigkeit spielt die unregelmdfSige Belohnung eine wichtige
Rolle, und Automaten konditionieren ja auch nicht jeden Neuling zundchst einmal
mit einer Gewinnserie.

Der Anthropologe und Evolutionspsychologe Donald Symons pladiert dafiir, den
weiblichen Orgasmus gar nicht als Anpassungsleistung zu betrachten, sondern auf
die gleiche Art zu erkldren wie die Tatsache, dass Mdnner Brustwarzen haben: Das
Vorhandensein von Brustwarzen ist fiir Frauen wichtig, weil sie zum Stillen benotigt
werden. Brustwarzen aber werden bereits angelegt, bevor sich in der achten
Schwangerschaftswoche mannliche und weibliche Embryonen unterschiedlich zu
entwickeln beginnen. Auf diese Art bekommen Ménner quasi als Nebenergebnis des



Selektionsdrucks auf die Frau ebenfalls Brustwarzen mit auf den Weg, es schadet ja
nichts. Mannliche und weibliche Genitalien entwickeln sich aus denselben
Bauteilen, und es scheint eine gemeinsame neurologische Grundlage fiir den Reflex
zu geben, der die Muskelkontraktionen beim Orgasmus beider Geschlechter auslost.

«Es gibt keine tiberzeugenden Belege dafiir», schreibt Symons, «dass die
natiirliche Auslese orgasmusfdahige Frauen bevorzugt, weder in der Entwicklung der
Saugetiere noch im menschlichen Stammbaum. Ebenso wenig ldsst sich belegen,
dass die weiblichen Genitalien irgendeiner Sdaugetierart durch natiirliche Auslese auf
grofSere Effizienz beim Orgasmus hin entwickelt wurden.» Fiir Symons ist der
weibliche Orgasmus ein Potenzial, das bei allen Sdugetieren vorhanden ist, aber nur
bei einigen wenigen Arten aktiviert und genutzt wird.

Christopher Ryan, selbst Autor eines Buchs tiber die Friihgeschichte der
menschlichen Sexualitét, iibt in einer Amazon-Rezension scharfe Kritik an Elisabeth
Lloyds Zusammenfassung der Forschungslage: «LLloyds Argumentation beruht auf
Studien aus GroRbritannien und den USA — zwei der sexuell unterdriicktesten
Kulturen, die es je auf diesem Planeten gab. (...) Sie behauptet schlicht, dass nur
etwa 20 Prozent aller Frauen immer oder fast immer beim Verkehr zum Orgasmus
kommen, ohne diese Daten in einen kulturellen Kontext einzuordnen; mir als Leser
kommt das eklatant unwissenschaftlich vor.»

Es gibt zwar nicht viele Studien aus anderen Landern, aber die vorhandenen Daten
deuten eher auf eine international vergleichbare Unzuverldssigkeit des weiblichen
Orgasmus hin als auf einen Sonderstatus der angelsdchsischen Lander. Dass die
Forschungslage insgesamt zu wiinschen iibrigldsst, kann man kaum Lloyd anlasten,
die selbst auf die Probleme sexualwissenschaftlicher Datenerhebung hinweist. Zum
einen ist das Feld der Sexualwissenschaften weltweit unterbesetzt und produziert
insgesamt nur wenige empirische Studien, sodass iiber grundlegende Fragen heute
nicht viel mehr als zu Kinseys Zeiten bekannt ist. Und der GrofRteil der vorliegenden
Studien beschrankt sich auf das Befragen von Studenten oder Patienten, die sich
wegen sexueller Probleme in einer Klinik eingefunden haben.

Diese Stichproben sind weit davon entfernt, reprdsentativ fiir die
Gesamtbevolkerung zu sein, allerdings ist es generell keine triviale Aufgabe, eine
Studie «reprdsentativ» zu machen. Angenommen, man wollte etwas iiber das
Sexualleben der Deutschen herausfinden: Die einzige Stichprobe, die mit absoluter
Sicherheit exakt den Verhéltnissen in Deutschland entspricht, umfasst alle 80
Millionen Einwohner. Wer weniger betrachtet, muss Entscheidungen dariiber
treffen, in welcher Hinsicht die Stichprobe reprasentativ sein soll. Es ist praktisch
unmoglich, in einer Stichprobe alle Verhdltnisse der Religionen, Regionen,
politischen Uberzeugungen, Gesundheitszustinde, Erndhrungsgewohnheiten,
Linkshédnderanteile und bevorzugte Gummibdrchenfarben korrekt abzubilden, und
wer weil}, ob sich nicht doch einer dieser Aspekte als wichtig fiir die zu



untersuchende Frage erweist?

Zu diesen grundsdtzlichen Schwierigkeiten kommen zwei Umfragenprobleme, die
Sexualwissenschaftler starker betreffen als andere: Erstens weigert sich ein
mittelgroller Teil der miihsam hergestellten reprasentativen Stichprobe einfach, am
Telefon Fragen zum Sexualleben zu beantworten, und womoglich ist bei diesen
Antwortverweigerern ja alles ganz anders als bei denen, die bereitwillig Auskunft
geben. Zweitens verhalt es sich mit Umfrageteilnehmern wie mit den Patienten von
Dr. House: «Alle liigen», und zwar insbesondere dann, wenn eine bestimmte Antwort
den Befragten besser aussehen ldsst — also eigentlich immer. Wenn der Forscher also
nicht persénlich dabei war, um den Orgasmus zu bezeugen (wobei er sich nicht auf
den Augenschein verlassen darf, sondern physiologische Reaktionen nachmessen
sollte), sind Auskiinfte zur Orgasmuszuverldssigkeit und -haufigkeit fiir die
Wissenschaft gerade mal besser als nichts.

Man konnte jetzt einwenden, dass es vielleicht auch Wichtigeres zu tun gibt als
das Nachzédhlen von Orgasmen. Aber Sexualtherapeuten werden regelméfig von
Frauen aufgesucht, die beim Verkehr nicht oder nur miihsam zum Orgasmus
kommen und sich deshalb Sorgen machen. Die offizielle Vorstellung davon, was den
Normalzustand darstellt und was als «dysfunktional» gilt, ist fiir das Privatleben der
Biirger wichtiger und folgenreicher als, sagen wir, das genaue Gewicht eines
— Kilogramms. Falls eines Tages doch jemand eindeutig nachweist, dass der
weibliche Orgasmus nur ein Versehen der Evolution ist, sollten wir allerdings schon
mal iiber die Griindung von Biirgerinitiativen zu seiner dauerhaften Erhaltung
nachdenken. Nur fiir alle Falle.



zur Inhaltsiibersicht

Qualia

«Aber das ist nicht die Frage. Ich mdchte wissen, wie es fiir eine Fledermaus ist, eine Fledermaus zu sein.»
Thomas Nagel

In der Sprache des sogenannten gesunden Menschenverstandes — der ja in der Regel
weder gesund ist, noch viel mit Verstand zu tun hat — sind die sogenannten Qualia
diejenigen Teile des bewussten Erlebens, die seine Beschaffenheit und Substanz
ausmachen. Es geht mit anderen Worten hier nicht um die Tatsache, dass zum
Beispiel die Schmerzen in der Hand das Kind dazu bringen, die Hand eilig von der
Herdplatte zu ziehen, sondern um den Gegenstand der wohl einfallslosesten
Interviewfrage aller Zeiten: «Wie hat sich das angefiihlt?»

Das Wort Qualia selbst hat {ibrigens trotzdem nichts mit Qual zu tun (das vom
protogermanischen «kwilan» kommt), sondern mit dem lateinischen Wort fiir «so
beschaffen», «qualis», das auch in der «Qualitat» steckt. Und der Singular von
Qualia, auch wenn man aufgrund klassischer Bildung vielleicht Qualium erwarten
konnte, lautet Quale. Merke: ein Quale, viele Qualia, keine Qualen.

Das spezielle Wie der Qualia — man spricht auch vom subjektiven Bewusstsein —
ist ein bisschen wie Speiseeis: Es gibt die Qualia in ganz vielen Farben und
Geschmacksrichtungen. Die Erscheinung roter Farbe ist ein in der Fachliteratur oft
benutztes Beispiel, aber jeder Sinneseindruck und jeder bewusste Gedanke hat ein
zugehoriges Quale, und wenn man Qualia wahrnehmen kann, dann gibt es sogar fiir
die Wahrnehmung von Qualia ein Quale.

Und das gilt nicht nur fiir Menschen. Der Philosoph Thomas Nagel von der New
York University hélt in einem beriihmten Aufsatz das Interviewmikrophon sogar
einer Spezies unter die Hufeisennase, die gar nicht in verniinftiger Tonlage
antworten kann, und fragt: «Wie fiihlt es sich an, eine Fledermaus zu sein?» Die
Antwort steht noch aus.

Auf den ersten Blick erscheint es vielleicht, als sei das alles gar kein Problem, die
Dinge fiihlen sich eben irgendwie an und fertig, aber das stimmt natiirlich nicht so
ganz. Es stimmt ndmlich gar nicht. Dass wir das Problem zundchst nicht sehen, liegt
in der Theory of Mind begriindet, die uns im Kapitel iiber — Funktionelle
Magnetresonanztomographie schon begegnet ist: Wir erleben uns selbst als Personen
mit einem Korper, und wir legen diese Annahme auch bei der Beobachtung anderer
zugrunde: Der Mensch hat ein Ich, und dieses Ich kontrolliert einen Kérper, der es



mit Sinneseindriicken versorgt, die das Ich dann mittels seines Bewusstseins
wahrnimmt. Und diese geistige Instanz, die da wahrnimmt, erzeugt eben auch die
Qualitédt dieses Wahrnehmens, die damit auch eine Eigenschaft geistiger Vorginge
ware. So weit, so bereits unrettbar verfahren.

Denn unserer Vorstellung von der materiellen Wirklichkeit liegt die Physik
zugrunde und, vielleicht noch grundlegender, der Gedanke der Kausalitdt und
GesetzmalRigkeit an sich. Wenn der Korper auf eine bestimmte Weise agieren soll,
oder wenn man spricht, miissen sich Muskeln bewegen. Das tun Muskeln aber nur,
wenn sie durch elektrische und biochemische Signale dazu ermuntert werden. Wenn
diese Signale von geistigen Prozessen ausgeldst werden sollen — wenn man sich zum
Beispiel entscheidet, eine heille Herdplatte anzufassen —, miissen diese geistigen
Prozesse kausal auf den Korper einwirken. Dann sind es aber keine geistigen
Prozesse mehr, weil das Attribut «geistig» ja gerade einen Gegensatz zur
physikalischen Korperlichkeit darstellen sollte. Wenn man gerne das Geistige retten
mochte, weil man zum Beispiel an eine unsterbliche Seele glaubt, klafft zwischen
diesem Geistigen und den Nervensignalen und der verbrannten Hand eine kausale
Erklarungsliicke. Philosophen nennen sie die «ontologische Liicke», vermutlich, weil
das ganz lustig klingt.

Dariiber, wie man diese lustige Liicke schlieen konnte, herrscht das Gegenteil
von Einigkeit. Das ist natiirlich kein Wunder, eine Liicke ist schlielllich ein — Loch
und damit an sich schon ein seltsames Gerit, aber die ontologische Liicke hat es
zusdtzlich in sich. Eine Zeitlang wurde sie hdaufig mit der Behauptung geschlossen,
dass das Bewusstsein eben gar keine kausale Kraft habe und ein sogenanntes
Epiphdnomen sei. Epiphdnomene sind Dinge, die gewissermallen nebenbei
entstehen, wahrend eigentlich was ganz anderes passiert. Zugvigel fliegen zum
Beispiel oft in V-Formation, der deutlich besseren Aerodynamik wegen. Die
Tatsache, dass dabei fiir uns der Buchstabe V lesbar wird, konnte man ein
Epiphdnomen des Formationsflugs nennen. Es folgt daraus ndmlich nicht, dass als
Nachstes O-, G-, E- und L-Formation geflogen wiirden. Wenn Bewusstsein zwar
geistige Substanz, aber ein Epiphdnomen ist, dann wird es zwar von der materiellen
Welt verursacht, hat aber selbst keinerlei kausale Kraft. Das heif3t, ob ein
bestimmtes Erlebnis im Bewusstsein stattgefunden hat oder nicht, kann das
Verhalten des Organismus in keiner Weise verdndern. Dann gibt es keine
ontologische Liicke mehr, weil die ja gerade auf der kausalen Wirkung des Geistigen
beruhte.

Wenn man aber Qualia und das subjektive Bewusstsein zu einem Epiphdnomen
erkldrt, kommt man ebenfalls in sonderbare Schwierigkeiten, nur in andere. Zum
Beispiel wiirde das bedeuten, dass man zwar subjektive Erlebnisse haben, aber
hinterher nicht dariiber reden kann. Denn wie erwdhnt, bewegt sich kein Muskel
ohne kausale Ursache, und wenn man den Mund aufmacht aufgrund eines
Erlebnisses, dann hatte das Ergebnis also kausale Kraft. Und schon géhnt wieder die



Liicke.

Ein anderer Ausweg ist, die Existenz von Qualia gleich komplett zu leugnen.
Wenn es die eine Seite der ontologischen Liicke gar nicht gibt, dann gibt es auch die
Liicke nicht, weil eine Liicke mit nur einer Seite eher ein Rand ist. Die Debatte
darum, ob es Qualia gibt, und wenn ja, was sie nun eigentlich sind, kann entsetzlich
verwirrend sein, aber trotzdem macht sie eine Heidenfreude. Es wimmelt in ihr
namlich von Dingen, die sonst nur in eher philosophiefernen Filmen und Biichern
vorkommen. Neben Nagels Fledermaus — die tibrigens illustrieren soll, dass Qualia
objektiv nicht zugdngliche Privaterfahrungen sind und sich der Untersuchung
prinzipiell entziehen — gibt es da ganze Armeen philosophischer Zombies, eine
Farbenforscherin, die im Leben noch nie eine Farbe gesehen hat, Qualophile und
Qualophobe. Es ist ein regelrechter Zirkus, mit anderen Worten.

Manege frei: Wenn man versucht, die Existenz von Qualia als rein geistige
Entitdten im Gegensatz zum materiellen Rest der Welt zu behaupten, kommt man,
wie oben angedeutet, der ontologischen Liicke wegen in Teufels Kiiche. Aber das
muss doch gar kein Problem sein, konnte man denken. Dann sind diese Qualia eben
nichts Geistiges, sondern vollstandig in einer naturwissenschaftlichen Beschreibung
der Welt enthalten — dass diese Beschreibung noch nicht anndhernd existiert, stort in
dem Fall nicht weiter, wichtig ist nur, dass sie méglich ist. Philosophen kénnen sich
an dieser Stelle in endlose Diskussionen dariiber verstricken, was man damit meint,
dass ein Ding durch ein anderes erklart wird, und ob die Qualia dann mit Vorgdngen
im Gehirn identisch sind und was genau das eigentlich heillen sollte, aber wir sehen
uns lieber die Farbforscherin Mary an, die der australische Philosoph Frank
Cameron Jackson 1982 erfunden hat.

Mary, so geht das Gedankenexperiment, weil$ alles, was es iiber das Farbensehen
zu wissen gibt, hat aber ihr ganzes Leben in einem Raum verbracht, in dem es keine
Farben gibt, weil Jackson alles in Grautonen angestrichen hat, einschlielllich Mary
selbst. Diese graue Farbforschungsstitte verldsst Mary nun eines Tages, nachdem sie
ihrem Erfinder ein graues Betdubungsmittel verabreicht hat. Vor der Tiir bekommt
sie als BegriiBungsgeschenk eine reife, knallrote Tomate gereicht. Die kritische
Frage des Gedankenexperiments ist nun: Hat Mary, als sie zum ersten Mal das Rot
der Tomate gesehen hat, neues Wissen erworben? Wenn ja, argumentiert Jackson,
dann muss es also erstens die Qualia wirklich geben, weil Mary durch das bloRe
Erleben der Rotwahrnehmung etwas gelernt hat, und das geht nur, wenn es dieses
Erleben auch tatsachlich gibt. Und zweitens muss dieses Erfahrungswissen, das
Quale des Farbensehens, iiber das blol§ naturwissenschaftlich Beschreibbare
hinausgehen, denn diese Beschreibung hatte Mary ja schon vor ihrer Begegnung mit
der Tomate komplett verfiigbar. Hallo, ontologische Liicke!

Damit steckt man natiirlich erst mal in einer Falle: Folgt man dem Argument,
muss es Qualia geben, und sie kénnen nicht physikalisch sein. Der ontologischen



Liicke wegen konnen sie aber auch nicht nicht physikalisch sein. Schachmatt. Man
kann dieser scheinbaren Sackgasse allerdings leicht entgehen, indem man Jacksons
Ausgangsargument einfach nicht mitmacht. Ein moéglicher Einwand ist, dass Mary
eben nichts gelernt hat, als sie die Tomate sah. Es ist ndmlich gar nicht leicht, genau
zu formulieren, welcher Natur dieses neue Wissen eigentlich sein sollte. Wiirde man
Mary fragen, wie es sich angefiihlt hat, zum ersten Mal Rot zu sehen, wiirde sie
vermutlich feststellen, dass sie alles, was sie darauf explizit antworten kann, schon
vorher gewusst hat. Rot sieht warm und aufregend aus, es macht mich ein bisschen
aggressiv, und wenn ich mir einen Sportwagen kaufen wiirde, sollte er am besten
diese Farbe haben. Aber weil sie ja alles iiber Farben schon vorher wusste, kann
nichts davon sie tiberrascht haben. Das widerspricht natiirlich unserer Intuition,
wonach es einen Unterschied macht, das Erlebnis selbst zu haben, auch wenn man es
in allen Details vorhersagen konnte. Auf die Rolle der Intuition kommen wir gleich
zurtick.

Zundchst einmal offenbart dieser Einwand ein grundsétzliches Problem von
Gedankenexperimenten. Wahrend richtige Experimente in den Worten Max Plancks
Fragen an die Natur sind und Messungen die Aufzeichnung der Antwort, sind
Gedankenexperimente letztlich Fragen ans eigene Gehirn. Und wenn man Gehirne
fragt statt der Natur, muss man aufpassen, denn anders als die Natur konnen Gehirne
liigen. Vielleicht ist das sogar ihre Hauptaufgabe ( - Wissen). Aber bevor wir uns
das Problem der Gedankenexperimente ndher ansehen, gibt es ein weiteres
Gedankenexperiment, diesmal mit den versprochenen Zombies.

Dieses Argument existiert in vielen Varianten, entwickelt unter anderen von
Thomas Nagel (dem Mann mit der Fledermaus) und dem britischen Philosophen
Robert Kirk (der fiir seine Zombies bekannt wurde). Der Kern ist die Vorstellung,
dass es zwei Menschen geben konnte, die in jedem kleinsten kérperlichen Detail und
in ihrem Verhalten iibereinstimmen, aber der eine hat bewusstes Erleben und der
andere nicht. Die Kopie ohne bewusstes Erleben nennt man einen Zombie, genauer
gesagt einen philosophischen Zombie, um sie von den gehirnverzehrenden Untoten
zu unterscheiden, die man aus dem Alltag kennt. Das Zombie-Argument besagt nun,
dass die Vorstellbarkeit eines solchen philosophischen Zombies, also die
Vorstellbarkeit exakt gleicher materieller Vorgdnge mit und ohne Bewusstsein,
bedeutet, dass das Bewusstsein tiber diese korperlichen Zustdnde und Vorgdnge
hinausgeht und etwas substanziell anderes sein muss. Wer diese Folgerung iiber die
Beschaffenheit von Dingen aus bloRen Vorstellbarkeiten verwirrend findet, ist damit
nicht allein. Man kénnte sich fragen, ob philosophische Zombies die Gehirne ihrer
Opfer nicht bloR auf andere Weise fressen als ihre Kollegen aus den Horrorfilmen.

Historisch geht diese Sorte von Argumenten auf drei Vorlesungen des
amerikanischen Philosophen Saul Kripke zurtick, die er 1970 in Princeton hielt und
die unter dem Titel «Naming and Necessity» 1980 veroffentlicht wurden. Darin
greift Kripke zuriick auf René Descartes, der in seinen «Meditationen» als Erster



argumentierte, dass Koérper und Geist getrennt sein miissen, weil er selbst sie sich
deutlich getrennt vorstellen konne. Kripke erweiterte dieses Argument betrdchtlich
und versuchte zu zeigen, dass jede Behauptung einer Identitdt — zum Beispiel die
zwischen Geist und Korper — entweder in allen vorstellbaren Welten wahr sein muss
oder in keiner davon. Woraus im Umkehrschluss folgt: Wenn die Behauptung in
einer vorstellbaren Welt falsch ist, muss sie in allen Welten falsch sein. Und wenn
das so ist, dann beweisen die philosophischen Zombies, dass Qualia nicht materiell
sein konnen.

Kritiker wenden ein, dass die Vorstellbarkeit dieser Zombies mehr iiber unsere
augenblickliche Intuition und unsere Vorstellungen von Bewusstsein und
Korperlichkeit aussagt als {iber tatsdachliches Bewusstsein und tatsachliche
Korperlichkeit. Und sobald wir mehr iiber die Natur des Bewusstseins verstanden
haben, werden moglicherweise Zombies nicht mehr vorstellbar sein, und wir
verstehen, dass Marys Tomate doch nur eine Tomate war — und keine Frucht der
Erkenntnis.

Der vielleicht radikalste Ausweg aus der ganzen Misere ist, anzunehmen, dass es
nur eine einzige grundlegende Substanz gibt statt zweier, die wir Kérper und Geist
nennen, und dass die empirischen Gesetze der Wissenschaft beschreiben, wie sich
diese Substanz verhilt. Die Probleme, die uns Bewusstsein und Qualia aufgeben,
hitten damit keine tiefen philosophischen Ursachen — insbesondere gdbe es keine
ontologische Liicke —, sondern waren eben schlichtes Unwissen: Wir wissen noch
nicht, wie Gehirnprozesse Bewusstsein hervorbringen. Hier klafft, in der
philosophischen Fachsprache ausgedriickt, eine andere, einfachere Liicke, eine
Erklarungsliicke ndmlich. Wenn deren Uberbriickung gelungen ist, werden wir
wissen, wie aus feuernden Neuronen bewusstes Erleben entsteht. Mal sehen, wie sich
dieses Wissen dann anfiihlt.



[zur Inhaltsiibersicht

Radioaktivitat

Grofse Zahlen liefern ein statistisch gesehen genaues Ergebnis, von dem man nicht weil8, auf wen es zutrifft.
Kleine Zahlen liefern ein statistisch gesehen unbrauchbares Ergebnis, von dem man aber besser weils, auf
wen es zutrifft. Schwer zu entscheiden, welche dieser Arten von Unwissen die nutzlosere ist.

Hans-Peter Beck-Bornholdt und Hans-Hermann Dubben: «Der Schein der Weisen: Irrtiimer und Fehlurteile im
taglichen Denken»

Im Marz 2011 hieB es bei Spiegel Online im Zusammenhang mit dem Reaktorunfall
in Fukushima: «Selbst die radioaktive Wolke aus Tschernobyl, die zum Teil iiber
Deutschland abgeregnet ist, hat zu keinem statistisch nachweisbaren Anstieg von
Krebserkrankungen gefiihrt.» Das diirfte fiir viele Leser eine Uberraschung gewesen
sein. Aber die Erkenntnis ist weder neu noch eigentlich eine Erkenntnis. Schon 1986,
vier Wochen nach dem Reaktorunfall von Tschernobyl, war im Spiegel zu lesen
gewesen: «Die moglichen Schiaden und langfristigen Auswirkungen auf die
Gesundheit zu quantifizieren bleibt jedoch Glaubenssache — die Schitzungen, wie
viele zusdtzliche Krebstote es nach Tschernobyl weltweit geben werde, reichen von
4000 bis zu einigen hunderttausend.» Man konnte annehmen, die Frage lieRle sich
kldren, indem man erst mal abwartet und spater nachzahlt, wie die Sache
ausgegangen ist. Aber fiinfundzwanzig Jahre danach hat sich an diesem weiten
Spektrum der Schéatzungen nicht viel gedndert; die Untergrenze der von zahlreichen
Institutionen und Forschern veréffentlichten Opferzahlen liegt immer noch bei 4000,
die Obergrenze bei knapp einer Million. Was 1986 Glaubenssache war, ist es heute
noch und wird es bis auf weiteres bleiben.

Um zu erkldren, warum das so ist, miissen wir etwas weiter ausholen.
Radioaktivitdt galt nicht immer als ungesund. Im spéten 19. und der ersten Halfte
des 20. Jahrhunderts war der Glaube an eine gesundheitsférdernde Wirkung
schwacher ionisierender Strahlung weit verbreitet. Im Werbematerial der
radioaktiven Zahncreme «Doramad» aus den 1940er Jahren hiel es: «Durch ihre
radioaktive Strahlung steigert sie die Abwehrkréfte von Zahn und Zahnfleisch. Die
Zellen werden mit neuer Lebensenergie geladen, die Bakterien in ihrer zerstérenden
Wirksamkeit gehemmit. (...) Die unendlich kleinen Strahlenteilchen prallen auf das
Zahnfleisch und massieren es.» Es gab Gerdte, mit denen man sein Trinkwasser mit
Radium «vitalisieren» konnte, das Reichenberger Dicit-Speisehaus fiir vegetarische
Kost und Rohkost hatte Radiumzwieback im Angebot, und das Radiumbad
Oberschlema in Sachsen warb mit dem Satz «Das starkste Radiumbad der Welt».



Na gut, konnte man denken, es war kurz nach der Bronzezeit, die Menschen
damals hielten schlieflich auch Heroin fiir Hustensaft und das Dritte Reich fiir eine
gute Idee. Aber radioaktive Heilbdder gibt es immer noch, in Bad Schlema und an
vielen anderen Orten in Europa. Bad Gastein wirbt mit der Heilkraft der
radonhaltigen Luft seiner Bergwerksstollen, und im ungarischen Kurbad Héviz und
auf der Mittelmeerinsel Ischia kann man sich in radioaktiven Schlamm einpacken
lassen. Die Wirkung solcher Anwendungen unterscheidet sich ihren Anbietern
zufolge nicht wesentlich von dem, was die Zahncremewerbung behauptete: Die
Strahlung soll die Zellen stimulieren und widerstandsfahiger machen. Viele
Krankenkassen bezahlen diese Radiobalneotherapie zur Schmerzlinderung bei
rheumatischen Erkrankungen, bei Hautkrankheiten, Asthma oder Heuschnupfen.
Jedenfalls in Deutschland, wo Badekuren eine jahrhundertelange Tradition haben
und die gesunde Radioaktivitdt von Fachleuten in weillen Kitteln beaufsichtigt wird.
In den USA miissen Interessierte sich in privat bewirtschafteten rostigen
Uranbergwerksstollen einfinden, und der Aufenthalt an diesen Orten gilt als
«alternative Therapie», also als etwas, das man seinem Hausarzt besser verschweigt.

Wenn man Badekurveranstalter werden will, ist es giinstig, auf einem
Uranvorkommen zu sitzen. Aus diesem Uran entsteht durch radioaktiven Zerfall das
Metall Radium und aus dem Radium wiederum das Edelgas Radon, das mit Wasser
und Luft an die Erdoberflache gelangt. Bei «Luftbddern» und Inhalationskuren wird
Radon eingeatmet, bei Badekuren diffundiert es zuséatzlich iiber die Haut in den
Korper. Ein kleiner Teil des eingeatmeten Radons zerfdllt im Koérper wiederum zu
Polonium, Wismut und Blei. Dabei entstehen energiereiche Alphastrahlen.

Das Radon der Kurkliniken ist das gleiche Radon, das unsere Wohnraume
belastet, in Parterrewohnungen etwas stdarker, im fiinften Stock etwas weniger, da es
aus dem Boden nach oben steigt. Bei Gebdauden empfiehlt die EU ab
Konzentrationen {iber 400 Becquerel pro Kubikmeter Luft MaBnahmen zur
Radonreduzierung. In Kurorten ist fiir die therapeutische Anwendung bei
Inhalationen und Luftbddern eine Mindestaktivitdt von 37 000 Becquerel pro
Kubikmeter festgelegt, knapp das Hundertfache des Wertes, der in Gebduden als
ungesund gilt. Radioaktivitét ist also einerseits ein krankenkassenbezahltes
Heilmittel, andererseits, wie iiberall zu lesen ist, noch in der kleinsten Dosis
gesundheitsschadlich. Diese beiden Aussagen vertragen sich schlecht miteinander.

Dafiir gibt es einen einfachen Grund: Die Zustdndigen glauben an unterschiedliche
Theorien. Das ist ihr gutes Recht, denn bisher ist keins der moglichen Modelle zur
Strahlenwirkung im niedrigen Dosisbereich eindeutig belegt oder widerlegt worden.
Vier Theorien stehen zur Auswahl: das lineare Dosis-Wirkungs-Modell ohne
Schwellendosis namens LNT (fiir linear no-threshold), das Schwellenwert-Modell,
das supralineare Modell und die Strahlungshormesis. In einer Graphik, die auf der
X-Achse die Strahlungsdosis zeigt und auf der Y-Achse die Anzahl der dadurch
verursachten Krebserkrankungen, wire das LNT-Modell eine diagonale Linie von



links unten nach rechts oben: geringe Strahlungsdosen verursachen wenig Krebs,
hohe mehr. Im Schwellenwert-Modell verlduft die Linie zundchst flach: Niedrige
Strahlungsdosen sind dem Korper egal, weil er die entstehenden Schdaden wieder
behebt; ab einem bestimmten Schwellenwert erhéht sich dann aber das Krebsrisiko.
Umgekehrt ist es im supralinearen Modell: Hier verursachen gerade niedrige
Strahlungsdosen groflere Schédden, als nach dem LNT-Modell zu erwarten waren.
Und in der Hormesis-Graphik geht die Kurve zundchst nach unten, denn dieser
Theorie zufolge senken niedrige Strahlungsdosen das Krebsrisiko. Natiirlich sind
noch beliebig viele weitere Modelle denkbar, die als Graphik eine Wellenlinie
bilden oder die Form einer sitzenden Katze haben. Sie werden aber von niemandem
ernsthaft vertreten.

Das LNT-Modell beruht auf der Annahme, dass Strahlung im Koérper wichtige
Stellen der DNA zerschldgt und der Korper diese Schdden nicht immer korrekt
behebt, sodass es zu Mutationen kommen kann, die womdoglich Krebs auslésen. Es
wurde Ende der 1950er Jahre als theoretische Orientierungshilfe eingefiihrt. Seine
Befiirworter argumentieren, es sei in Abwesenheit solider Daten besser, ein
Strahlungsrisiko zu iiberschétzen, als es zu unterschitzen. Aullerdem sei es das
einfachste der zur Auswahl stehenden Modelle und suggeriere daher keine
unrealistische Genauigkeit.

Das Leben auf der Erde hat sich zu einer Zeit entwickelt, als die natiirliche
Strahlung im Durchschnitt etwa dreimal so hoch war wie heute. Alles, was heute
lebt, muss sich also in gewissem Umfang an dieses Strahlungsproblem angepasst
haben, so argumentieren die Vertreter des Schwellenwert- und des Hormesis-
Modells. Auch heute variiert die natiirliche Hintergrundstrahlung stark: Wahrend die
durchschnittliche Strahlenbelastung fiir Menschen in Deutschland bei etwa zwei
Millisievert pro Jahr liegt, sind es in Denver, Colorado, zehn und in verschiedenen
Gegenden der Welt noch mehr. Rekordhalter ist der iranische Ort Ramsar, dessen
Einwohner auf eine jahrliche Dosis von bis zu 200 Millisievert kommen kénnen.
Den bisher vorliegenden Daten ldsst sich nicht entnehmen, dass die Bewohner dieser
Regionen kiirzer leben oder kranker sind als andere Menschen.

Die Hormesis-Theorie steht nicht unbedingt im Widerspruch zur Annahme
schadlicher Radioaktivitdtswirkungen im niedrigen Bereich. Sie besagt lediglich,
dass der konkrete Nutzen niedriger Strahlungsdosen bei bestimmten Anwendungen
den moglichen Schaden aufwiegt. Man liest selten in der Zeitung von dieser These,
aber es wire ein Fehler, sie deshalb nicht ernst zu nehmen. In der Fachpresse hat
sich die Zahl der Veroffentlichungen zur Hormesis in den letzten zehn Jahren
vervielfacht.

Die Frage, welches dieser Modelle am besten zu den Tatsachen passt, wird
allerdings offenbleiben, solange nicht jemand eine neue Methode erfindet, um die
Antwort aus der Natur herauszukitzeln. Denn der eingangs zitierte Satz aus dem



Spiegel ist doppeldeutig: Dass der Anstieg der Krebserkrankungen statistisch nicht
nachweisbar war, klingt bei fliichtigem Lesen so, als existiere dieser Anstieg nicht.
Es kann aber auch bedeuten, dass womoglich viele Menschen Krebs bekommen und
die Statistik davon nur nichts bemerkt. Genau das ist hier auch gemeint. Es heilst
nicht, dass die Statistiker mit ihren Gedanken woanders waren, sondern dass ihr
Werkzeugkasten bei manchen Fragen nur begrenzt weiterhelfen kann.

Das zentrale Problem fiir die Forschung: Schwache Radioaktivitét ist nicht
ungesund genug. Wenn man hundert Versuchstiere einer hohen Dosis aussetzt und
alle hundert wenige Wochen spéter tot sind, wahrend in einer gleich groRlen
Kontrollgruppe nur drei sterben, dann ist das statistisch eindeutig. Bei niedrigen
Dosen dagegen passiert in vielen Fallen einfach gar nichts. Ein paar Tiere in der
Versuchsgruppe bekommen Krebs, aber das ist in der Kontrollgruppe nicht anders;
Krebs ist nun mal bei Menschen und den meisten Tieren ( - Walkrebs) auch ohne
den Einfluss von Radioaktivitdt ziemlich hdufig. Und man kann einer solchen
Krebserkrankung nicht ansehen, ob sie durch Strahlung ausgeldst wurde; das
Krankheitsbild ist das gleiche wie bei jedem anderen Krebs. Um nachzuweisen, dass
Strahlung beim Menschen Krebserkrankungen verursacht hat, muss man deshalb
belegen, dass alle dieser Strahlung ausgesetzten Menschen (nicht etwa nur die
Raucher oder die Sammler von Antiquitdten aus Asbest) statistisch signifikant
hdufiger Krebs bekommen.

Das ist viel schwieriger, als man annehmen kénnte. Zundchst einmal ist die
Anzahl der moglichen Krebserkrankungen durch niedrige Strahlungsdosen sehr
klein. (Dariiber sind sich tatsachlich alle Diskussionsteilnehmer einig, egal, ob sie
von der Atomlobby oder von Greenpeace bezahlt werden.) Das Bundesamt fiir
Strahlenschutz schreibt dazu: «Wenn 10 000 Personen mit zehn Millisievert
bestrahlt werden, dann werden bis zu ihrem Lebensende zwolf Personen zusatzlich
an Krebs und Leukdmien sterben (nach derzeitigen statistischen Befunden sterben
ohne Strahleneinwirkung von 10 000 Personen etwa 2500 an Krebs und Leukdmie).»
Eine Dosis von zehn Millisievert kann man sich etwa durch mehrere Stunden
Aufenthalt auf dem Tschernobyl-Kraftwerksgelande zuziehen, durch zwei
Computertomographien des Brustkorbs oder indem man ein Jahr lang in Denver,
Colorado, wohnt. An der Formulierung, dass zwolf Personen bis zu ihrem
Lebensende an Krebs und Leukdmien sterben werden, konnte man sicher noch
arbeiten, aber das Grundproblem wird klar: Eine Zunahme von Erkrankungen durch
Strahlung geht in den zufdlligen Schwankungen der Krebshaufigkeit unter. Ein hoher
Anteil der Bevolkerung (in Industrienationen ungefdhr die vom BfS erwédhnten 25
Prozent) stirbt auch ohne zusétzliche Strahlungseinfliisse an Krebs. Und weil
Menschen unterschiedliche Lebensgewohnheiten haben, verteilt sich diese
Krebshaufigkeit sehr ungleichméalSig. Man sucht also nach einem winzigen Signal
vor einem Hintergrund aus sehr viel Rauschen, den Wellen eines Steinwurfs in
einem aufgewiihlten Meer. Das meiste Rauschen kommt iibrigens vom Rauchen,



denn ein paar heimliche Raucher kénnen die beste Lungenkrebsstatistik ruinieren.

Obwohl die Statistik ein machtiges Werkzeug ist, sind ihr in der Praxis durch die
vorhandene Menge an Testpersonen Grenzen gesetzt. «Um die eventuell erh6hte
Sterberate von Kindern zu quantifizieren», erkldrte der Strahlenschutzexperte Klaus
Henrichs nach dem Tschernobyl-Unfall dem Spiegel, «miilsten wir allein in Bayern
100 Millionen Kinder untersuchen kénnen.» Bayern hat aber insgesamt nur 12
Millionen Einwohner. Man kann sich das Problem anhand einer Miinze
veranschaulichen, die etwas unregelmaflig geformt ist und deshalb mit einer ganz
leicht erh6hten Wahrscheinlichkeit mit der Zahl-Seite nach oben fallen wird. Wirft
man die Miinze nur ein paarmal, wird man davon nichts bemerken, weil die
natiirlichen Schwankungen grofSer sind als der winzige Effekt, nach dem man sucht.
Erst bei einer sehr grolen Anzahl von Wiirfen mitteln sich die Schwankungen
heraus, und die leichte Abweichung wird sichtbar. Zustédndig fiir diesen Sachverhalt
ist das «Gesetz der grolen Zahlen»: Je kleiner der Effekt ist, nach dem man sucht,
desto grolere Fallzahlen braucht man.

Woher weil} also das Bundesamt fiir Strahlenschutz auch ohne diese grolien
Zahlen, dass nach der Bestrahlung zwolf von 10 000 Personen zusétzlich an Krebs
und Leukdmien sterben werden? Eigentlich gar nicht, denn diese Zahl ist eine
Schéitzung. Solche Schitzungen werden aus Beobachtungen bei hohen Dosen
extrapoliert, und das sind vorwiegend die Daten aus Hiroshima und Nagasaki. Durch
die beiden Atombombenabwiirfe wurde eine groe Anzahl von Menschen einer
relativ gut bestimmbaren Strahlungsdosis ausgesetzt, die man aus dem
Aufenthaltsort der Opfer zum Detonationszeitpunkt errechnen kann. Insgesamt
wurden etwa 100 000 Uberlebende aus den beiden Stidten verstrahlt, iiber 90
Prozent von ihnen mit weniger als 500 Millisievert. Den Daten kann man
entnehmen, dass die Haufigkeit aller Krebsarten zusammengenommen ab einer
bestimmten Nachweisgrenze linear mit der Dosis ansteigt. Diese Nachweisgrenze
liegt dabei je nach Quelle zwischen 30 und 200 Millisievert, schwankt also auch
schon um eine Groéllenordnung. Das liegt daran, dass auch diese Stichprobe von um
die 100 000 Menschen nicht anndhernd so groB ist, wie sie sein miisste, damit man
zu statistisch soliden Ergebnissen gelangen konnte.

Andere empirische Daten iiber niedrigere Strahlungsdosen stammen aus Studien
an Patienten, die aus medizinischen Griinden bestrahlt wurden, beruflich einer
hoheren Strahlenbelastung ausgesetzt sind, in der Ndahe von Kernkraftwerken, in
stark radonbelasteten Wohnungen oder in Gegenden mit hoher natiirlicher Strahlung
leben. Die Ergebnisse dieser Studien sind aus verschiedenen Griinden uneindeutig
und umstritten. Zum einen konnen sie, wie schon im Zusammenhang mit dem
Thema — Erndhrung erldutert, nur statistische Zusammenhédnge aufzeigen und so
beim Erzeugen von Hypothesen helfen, diese Hypothesen aber nicht beweisen. Dazu
kommen Stérvariablen (denen wir im Kapitel — Ubergewicht wiederbegegnen



werden), wie zum Beispiel die Frage, ob die untersuchten Personen Raucher sind
und, wenn ja, ob sie das Ausmal ihres Zigarettenkonsums korrekt eingeschéatzt und
wahrheitsgemadll angegeben haben. Aulerdem ist die untersuchte Stichprobe oft
nicht zufédllig genug, um der Gesamtbevolkerung zu entsprechen.

Einigermaflen unumstrittene epidemiologische Daten gibt es daher nur im
Zusammenhang mit den Atombombenabwiirfen auf Hiroshima und Nagasaki und
erst ab einer Dosis von etwa 200 Millisievert. Alles, was darunter liegt, muss aus
den japanischen Daten extrapoliert oder aus Studien entnommen werden, deren
Aussagekraft begrenzt ist. In beiden Fillen ist das Ergebnis Interpretationssache,
wovon alle Interessengruppen ausgiebig Gebrauch machen. Alles, woriiber man im
Zusammenhang mit Strahlung am Arbeitsplatz, in Gebduden oder nach
Kernkraftwerksunfdllen gern Bescheid wiisste, spielt sich ein bis vier
Gréllenordnungen unter diesem Bereich ab. Die zusétzliche Strahlenbelastung in
Deutschland durch Tschernobyl beispielsweise lag direkt nach dem Unfall bei 0,07
Millisievert pro Jahr, heute sind es 0,01 Millisievert. Rund um Fukushima wurden
nach dem Kraftwerksunfall alle Gebiete evakuiert, in denen eine Jahresdosis iiber 20
Millisievert zu erwarten gewesen ware.

Im Zusammenhang mit Strahlungsrisiken ist haufig zu horen, da man tiber die
Folgen nicht so genau Bescheid wisse, sei es doch besser, «sicherheitshalber» auf
eine bestimmte Losung zu setzen, zum Beispiel die Grenzwerte fiir Strahlung so
niedrig wie moéglich festzulegen. Das klingt zundchst gut und funktioniert auch bei
einer bestimmten Art von Problemen, ndmlich denen, deren Alternative das
Nichtstun ist. Leider sind diese Probleme extrem selten. Wer sich fettarm ernahrt,
nimmt dafiir mehr Kohlenhydrate zu sich und umgekehrt ( — Ubergewicht), und wer
sich vor Flugzeugabstiirzen fiirchtet, wird mehr mit dem Auto fahren und sich dabei
pro Strecke einem h6heren Unfallrisiko aussetzen als im Flugzeug. Genauso ist es
bei Strahlungsrisiken. Jede Entscheidung hat wirtschaftliche, psychologische und
gesundheitliche Vor- und Nachteile, die gegeneinander abgewogen werden miissen;
die Option des Nichtstuns gibt es nicht. Im medizinischen Bereich kénnte man auf
Bestrahlung zu Diagnose- und Therapiezwecken verzichten, miisste aber in Kauf
nehmen, dass dieselben Menschen, die man so vor der Strahlung schiitzt, dafiir an
Fehldiagnosen und unbestrahltem Krebs sterben. Auch bei Atomkraftwerken ist die
Alternative nicht einfach nur kein Atomkraftwerk, sondern eine andere Form der
Energieerzeugung mit anderen Nachteilen. Die Steuergelder, die in die Aufkldrung
der Bevolkerung iiber Radon in Wohnrdumen und die Radonsanierung von
Wohnungen flielSen, stehen nicht mehr fiir andere Zwecke zur Verfiigung, obwohl es
nicht an anderen Verwendungszwecken mangelt, bei denen ein Zusammenhang
zwischen Kosten und Nutzen klarer ist als in der Radonfrage. Siedelt man nach
einem Reaktorungliick vorsichtshalber die Bewohner verstrahlter Gebiete um, setzt
man sie einer psychischen Belastung aus, die ihrerseits Folgen hat. Es gibt keine
«sichere Seite».



Auf dem Ultra-Low-Level Radiation Effects Summit 2006 in Carlsbad, New
Mexico, plddierte ein Expertenpanel fiir die Griindung eines «Ultra-Low-Level
Radiation»-Labors, das die Auswirkungen sehr geringer Strahlung auf Versuchstiere
und Zellkulturen untersuchen und die Ergebnisse mit Kontrollgruppen vergleichen
soll. Nur so seien die offenen Fragen aufzukldren und der Streit zwischen LNT-,
Schwellenwert-, supralinearem und Hormesis-Modell endlich beizulegen.
«Erkenntnisse, die zu weniger strikten Strahlenschutzregelungen fiihren, kénnten
allein in den Vereinigten Staaten (...) zu Einsparungen von bis zu 200 Milliarden
Dollar fiihren», heifSt es in einem Bericht iiber die Veranstaltung. Sponsor war das
Carlsbader Waste Isolation Pilot Plant, ein Endlager fiir radioaktive Abfélle. Die
Uberzeugungskraft der Ergebnisse eines so finanzierten Labors wire voraussichtlich
bescheiden. Bis jemandem eine bessere Losung einfallt, darf sich also weiterhin
jeder nach Belieben in radioaktivem Badewasser rdkeln, sich Sorgen iiber die
Auswirkungen entfernter Reaktorungliicke machen oder beides.



[zur Inhaltsiibersicht

Rechts und links

Die ndchste Frage ist, was passiert, wenn zwei Betrachter in ein und denselben Spiegel schauen, als hditten sie

sich zufillig gleichzeitig an diesem Ort zusammengefunden; dann aber der eine plétzlich den Kopfum 90
Grad dreht, sodass der Spiegel keine Zeit hat, darauf zu reagieren? Diese Frage konnte ich nicht
abschliefend kldren. Auerdem glaube ich, dass die Spiegel hier im Haus durch mein Gebaren mittlerweile
gewarnt sind und sich Strategien zurechtgelegt haben kdnnten.

Wolfgang Herrndorf

Zu den grollen Fragen der Menschheit gehort — neben «Warum vertauscht ein
Spiegel links und rechts, nicht aber oben und unten?» und «Warum bekommen Wale
so selten Krebs?» — auch die Frage nach der Drehrichtung von Milchsduren. Na gut,
dass das eine groRe Frage ist, war gelogen. Viele Menschen wissen nicht mal, dass
Milchséduren eine Drehrichtung haben. Aber immerhin: Eine Frage ist es, und sie
wurde schon von Menschen gestellt. Gerade eben zum Beispiel, im vorvorletzten
Satz.

Um zu verstehen, was eine Drehrichtung mit Milch zu tun hat — die sich ja selbst
nicht dreht, es sei denn, man riihrt sie um —, muss man einen kleinen Blick in die
Physik werfen: Licht, das sich bekanntlich wie eine Welle verhilt, sofern es sich
nicht gerade wie ein Teilchen verhalt, ldsst sich mit geeigneten Werkzeugen willig
polarisieren. Man kann sich das so vorstellen, dass alle Wellen in einem
polarisierten Lichtstrahl dann in derselben Ebene schwingen. Schickt man so einen
polarisierten Lichtstrahl jetzt durch eine Losung mit Milchsduremolekiilen drin,
dann dreht sich diese Polarisationsebene ein Stiick, und je nach der Richtung dieser
Drehung spricht man bei einer Drehung im Uhrzeigersinn von rechts-, bei einer
Drehung im Gegenuhrzeigersinn von linksdrehenden Milchsauren.

Jetzt konnte man natiirlich denken, dass die Drehrichtung egal ist, solange nur
genug Gutes in der Milch steckt, aber man wiirde sich irren, wenn man so déchte.
Obwohl namlich die rechts- und linksdrehenden Versionen der Milchsdure
tatsdchlich den gleichen Molekiilaufbau haben, das heilt, aus den gleichen Atomen
in der gleichen Kombination bestehen, wird die rechtsdrehende vom menschlichen
Organismus deutlich schneller abgebaut und verdaut. Praktischerweise enthdlt die
Milch von Saugetieren beinahe ausschliel8lich diese rechtsdrehende Form, nur die
von Pflanzen und bei bakterieller Garung produzierte Milchsdure kommt zu gleichen
Teilen in beiden Varianten vor.

Dieses sonderbare Ungleichgewicht zwischen rechts- und linksdrehenden



Varianten findet man nicht nur bei der Milchsaure, sondern auch bei einer Vielzahl
anderer biologischer Molekiile, ohne dass ein nachvollziehbarer Grund dafiir
erkennbar ware. Aber bringen wir erst mal ein bisschen Ordnung in den ganzen
Wirrwarr. Welche Eigenschaft muss ein Molekiil haben, damit es tiberhaupt solche
Varianten von ihm geben kann?

Die Antwort lauert in der Mathematik, genauer gesagt lauert sie in einem
Mathematikzweig namens Gruppentheorie, in der es — Mathematiker horen jetzt
bitte weg — hauptsdchlich um Symmetrien geht. Die spezielle Symmetrie, die im
Zusammenhang mit der Handigkeit von Molekiilen wichtig ist, ist die
Drehspiegelachsensymmetrie. Ein Objekt ist drehspiegelachsensymmetrisch, wenn
man es nach der Spiegelung an einer Ebene durch eine Kombination aus Rotation
und Verschiebung wieder aussehen lassen kann wie vorher. Das klingt erst mal sehr
abstrakt, bedeutet aber einfach Folgendes: Wenn das Spiegelbild des Objektes, egal,
wie man es dreht oder wendet, nicht wieder aussieht wie das Objekt selbst, dann hat
das Objekt keine Drehspiegelsymmetrie. Was das im Alltag bedeutet, wissen zum
Beispiel Menschen, die Schwierigkeiten haben, den richtigen Schuh fiir den
richtigen Ful§ zu finden: Man kann mit dem rechten tun, was man will, es wird kein
linker Schuh draus.

Die beiden Spiegelvarianten eines Molekiils, das derart asymmetrisch ist, heillen
Enantiomere, und die Tatsache, dass eine Spiegelung im Kern der Sache steckt,
erkldrt auch, warum man grundsatzlich zwei Enantiomer-Formen unterscheidet.
Spiegelt man ein Objekt ndmlich zweimal, versetzt man es wieder in seinen
Originalzustand zuriick. Deswegen steht man sich in zwei im rechten Winkel
zueinander stehenden Spiegeln, die zum Beispiel in einer Raumecke angebracht
sind, nicht seitenverkehrt gegeniiber, sondern richtig herum — wenn man das mit
diesem Buch in der Hand tut, kann man statt des Buchs auch dessen Spiegelbild
lesen (siehe auch - Links und rechts).

Damit man die beiden Enantiomere voneinander unterscheiden kann, wenn man
ihnen mal auf einer Party tiber den Weg ldauft, muss man ihnen Namen geben. Viele
Menschen sagen ja auch zu sich selbst «Ich» und zu ihrem Spiegelbild
«Spiegelbild». Fiir die Enantiomerbenennung gibt es mehrere Systeme, die alle
ziemlich kompliziert sind und sich gegenseitig widersprechen. In all diesen
Systemen gibt es zwei Formen von Molekiilen, von denen die eine das Spiegelbild
der anderen ist. Ein solches System haben wir gerade schon kennengelernt, es basiert
auf der Drehung von polarisiertem Licht, und die beiden Enantiomere heifSen dann
rechts- und linksdrehend. Ein anderes System sortiert die Molekiile nach der
geometrischen Konfiguration und Elementnummer der Atome darin. Die
Enantiomere heiflen in diesem System dann R oder S. Leider deckt sich diese
Definition gar nicht mit der nach Drehrichtungen, sodass man aus der Drehrichtung
von Molekiilen nicht auf ihren R- oder S-Status schlieSen kann.

Die dritte Methode vergleicht den Aufbau der zu sortierenden Molekiile mit dem



Aufbau von Glyzerinaldehyd, einem Einfachzucker. Die Zuordnung von Molekiil
zum Einfachzucker erfolgt dabei nach einer Methode, die wir hier getrost ignorieren
koénnen. L heillen dabei dann jedenfalls die Molekiile, deren zugeordnetes
Zuckermolekiil das Licht nach links dreht, D diejenigen, bei denen der Zucker
rechtsdrehend ist, vom lateinischen dexter fiir rechts. Zur VergroBerung der
Verwirrung in diesem chemischen Babylon deckt sich diese Aufteilung in L. und D
wiederum nicht mit den beiden anderen Definitionen, sodass zum Beispiel die L-
Milchsdure zwar einem linksdrehenden Zucker zugeordnet wird, selbst aber ein
rechtsdrehendes Molekiil ist. Was das genau fiir Wiedererkennung und den
Smalltalk auf Enantiomerpartys bedeutet, lassen wir jetzt mal linksdrehend liegen
und kommen stattdessen zuriick zur Tatsache, dass es bei den meisten in der Natur
vorkommenden organischen Substanzen viel mehr von der einen als von der anderen
Sorte gibt. Das ist eigenartig, denn Enantiomere verhalten sich zwar unterschiedlich
—zum Beispiel drehen sie polarisiertes Licht in verschiedene Richtungen —, aber
diese Unterschiede spielen in den chemischen Reaktionen, bei denen die fraglichen
Molekiile entstehen, kaum eine Rolle. Das bedeutet, dass selbst {iber sehr lange
Zeitraume, zum Beispiel von einer Eiszeit zur ndchsten oder vom Aussterben der
Dinosaurier bis zum Erscheinen von Jurassic Park, aus einem Racemat (einem
Gemisch, in dem beide Enantiomere zu gleichen Teilen enthalten sind) kein
Nichtracemat werden wird. Leider gibt es fiir Nichtracemat kein herrliches
Fremdwort, ein bedauerliches Versaumnis der Chemie.

An den unterschiedlichen chemischen Eigenschaften der beiden Varianten kann es
also kaum liegen, dass viele Substanzen in der Biologie Nichtracemate sind. Eine
plausible Erkldrung beruht darauf, dass Enzyme, also Eiweille, die gezielt den
Ablauf bestimmter biochemischer Vorgange beeinflussen, durchaus einen solchen
stark asymmetrischen Einfluss haben kénnen. Voraussetzung dafiir ist, dass das
Enzym selbst auch schon iiberwiegend in einer der beiden Spiegelformen vorkommt,
weil ansonsten die gespiegelte Form des Enzyms ja auf die gespiegelte Form der
Reaktion einwirken wiirde und im Ganzen wieder alles ausgewogen wére. Das heilst
leider, dass damit die Erkldarung nur einen kausalen Schritt weiter zuriickverschoben
wurde, vom urspriinglichen Molekiil auf ein Enzym. Aber diese Form des
Schwarzer-Peter-Spiels ldsst sich aus prinzipiellen Griinden nicht vermeiden. Was
sich als Ursache fiir die beobachtete biologische Asymmetrie eignen soll, muss
selbst ein asymmetrischer Vorgang sein, weil er aus einer symmetrischen Mischung
eine asymmetrische machen muss. Eine asymmetrische chemische Reaktion zum
Beispiel wiirde aber sofort die Frage aufwerfen, wodurch denn diese Asymmetrie
nun wieder erklart werden kann, und man kann von vorne anfangen. Das muss man
dann so lange treiben, bis sich die Antwort entweder im Nebel der
Evolutionsgeschichte verliert und man aus Unkenntnis Feierabend machen kann,
oder bis man ein asymmetrisches, fundamentales Prinzip oder Ereignis findet.



Ein Kandidat fiir ein solches Ereignis wére die hiibsche Idee, dass wir alle Aliens
sind, weil das Leben auf der Erde aus wenigen aus dem Weltall fallenden
Makromolekiilen entstanden ist. Wie diese Makromolekiile urspriinglich in den
Weltraum gekommen sind, ist dabei auch nicht so ganz klar, vielleicht bilden sie
sich in kosmischer Strahlung aus vereinzelt rumfliegenden Kohlenwasserstoffen von
selbst, vielleicht haben aber auch die — Aullerirdischen sie an einer Raststétte
ausgesetzt. Immerhin kénnte man die Tatsache, dass es auf der Erde {iberwiegend
eine Sorte von ihnen gibt, einfach dadurch erkldren, dass eben zuféllig nur eine Sorte
dieser Lebenssaat vom Himmel gefallen ist. Was iibrigens, also das mit dem Vom-
Himmel-Fallen, auch fiir die ganze Theorie gilt. Klingt das an den Haaren
herbeigezogen? Oder klingt es vielleicht nicht an den Haaren herbeigezogen genug?
Fein. Es gibt namlich noch einen weiteren Kandidaten.

Die ratselhafte Asymmetrie in der organischen Welt konnte man also dadurch
erkldren, dass die biochemischen Reaktionen, die die Molekiile produzieren, selbst
asymmetrisch sind und eben bevorzugt eine Variante hervorbringen. Biochemische
Reaktionen unterliegen den Gesetzen der Physik, und wenn so eine Reaktion
asymmetrisch sein soll, dann miissen es auch die Gesetze der Physik sein. Lange
Zeit dachte man aber, dass alle physikalischen Gesetze spiegelsymmetrisch seien.
Einerseits dachte man das, weil es keinerlei Hinweise gab, dass es sich anders
verhalten konnte, und andererseits, weil ein nicht spiegelsymmetrisches Gesetz
sonderbar wére. Nicht ohne Grund zédhlt das Ungliick, das eine von links kommende
schwarze Katze bringen soll, zum Aberglauben und nicht zu den physikalischen
Grundkraften des Universums. In der Physik ist der Einfluss schwarzer Katzen auf
das Weltgeschehen unabhdngig von der Laufrichtung.

Allerdings wurde 1956 dann iiberraschend nachgewiesen, dass eine von diesen
physikalischen Grundkréften, die «<schwache Wechselwirkung», unter bestimmten
Bedingungen eben doch eine Asymmetrie aufweist. Diese Entdeckung war so
erstaunlich, dass noch vor der Veroffentlichung eine zweite Forschergruppe das
Experiment zur Uberpriifung wiederholte, mit demselben Ergebnis. Die schwache
Wechselwirkung gilt, das merkt man schon am Namen, den ihr die Physiker gegeben
haben, als Kiimmerling unter den Naturkréiften und ist in der Offentlichkeit auch viel
unbekannter als Gravitation oder Elektromagnetismus. Ein bisschen zu Unrecht,
denn sie ist immerhin dafiir verantwortlich, dass Quarks den Geschmack dndern
konnen, was nicht nur lustig klingt, sondern auch den Beta-Zerfall, eine Form von
— Radioaktivitat, tiberhaupt erst moglich macht. Eine Kraft, die Radioaktivitét aus
Quarkgeschmack erzeugen kann, verdient zweifellos mehr Aufmerksamkeit.

Und beim Beta-Zerfall eines Kobalt-Isotops, das stellten die beiden
Forschergruppen 1956 fest, verhdlt sich diese Kraft nun eben asymmetrisch. Man
kann sich vielleicht vorstellen, wie unerwartet diese Entdeckung kam, wenn man
sich vor Augen hélt, dass damit die Welt, die man im Spiegel sieht, physikalisch
unmoglich wird. Und damit ist nicht nur gemeint, dass der Bauch da im Spiegel



unmoglich existieren kann, sondern eben auch, dass hinter dem Spiegel Kobalt
anders zerféllt als vor ihm.

Das ist jedenfalls ein Schluss, den man aus den Experimenten ziehen kann. Man
kann aber moglicherweise trotz der Versuchsergebnisse die Symmetrie des Kosmos
noch retten, wenn man die Existenz von sogenannter Spiegelmaterie annimmt, die
von den mit ihr befassten Physikern manchmal auch Alice-Materie genannt wird,
nach den teilweise hinter dem Spiegel spielenden Kinderbiichern von Lewis Carroll.
Die Chemiker kénnten sich von den Physikern ruhig mal eine Scheibe abschneiden,
was lustige und aussprechbare Namen fiir Sachen angeht. Wenn Alice-Materie (die
ibrigens auch ein Kandidat fiir die im «Lexikon des Unwissens» besprochene
Dunkle Materie ist) existieren sollte, dann konnte sie nur iiber die schwache
Wechselwirkung mit unserer normalen Materie interagieren. Man konnte sie nicht
sehen, fiihlen, riechen oder schmecken und wiirde auch nicht dick, wenn man sie &R,
weil sie Spiegelkalorien enthielte. Und selbst wenn es diese Spiegelmaterie gibe,
ware das Universum insgesamt zwar symmetrisch, aber unsere herkémmliche
Materie aus dem Supermarkt bliebe asymmetrisch, genau wie der Supermarkt selbst
und der ganze Planet, auf dem er steht.

Ob es Spiegelmaterie also gibt oder nicht — mit dieser sonderbaren schwachen
Quarkkraft war jedenfalls ein Kandidat auf den Plan getreten, der zumindest im
Prinzip die Asymmetrie organischer Molekiile hitte erkldren kénnen. Denn die
Elektronen in der Atomhiille, die {iberwiegend fiir die chemischen Eigenschaften der
Elemente verantwortlich ist, interagieren mit dem Atomkern unter anderem
vermittels der schwachen Wechselwirkung (vermutlich, weil es trotz aller
Bemiihungen der Industrie immer noch keine Telefone gibt, die klein genug sind).
Und weil diese Interaktion eine fundamentale Asymmetrie enthdlt, konnte die eine
Form eines Enantiomerpaars ein klein bisschen stabiler sein als die andere. Auf
lange Sicht wiirde sich die stabilere Form dann anreichern, und wenn erst einmal ein
Uberschuss von einer Sorte da ist, gibe es auch noch eine positive Riickkopplung,
weil dann die stattfindenden Reaktionen nicht nur eine kleine Neigung zu einem
bestimmten Enantiomer hdtten, sondern auch noch die Ausgangsstoffe ungleich
verteilt waren. Das klingt alles ganz einleuchtend, aber nur, solange man nicht
nachrechnet. Der ungarische Chemiker Gabor Lente hat das getan und kommt zu
dem Schluss, dass es «sehr unwahrscheinlich» sei, dass «der Energieunterschied
aufgrund der Symmetrieverletzung in der Frage biologischer Asymmetrie relevant
ist». So driicken Wissenschaftler sich aus, wenn sie eine Theorie fiir Quatsch
erkldren. Oder fiir Quark, in diesem Fall.

Eine andere Erkldarung schlug 1991 der Kalifornier Daniel Deutsch vor, indem er
mehrere dltere Ansdtze zusammenfasste. Wahrend der Dammerung fdllt Sonnenlicht
in sehr flachem Winkel auf die Erdatmosphére und durchquert lange Strecken, in
denen allerhand Schwebeflusen schwirren. Die Streuung an diesen Staubteilchen



fiihrt dazu, dass Sonnenauf- und -untergdnge sich tiefrot farben kénnen, weil die
kurzwellige, blaue Strahlung vom Staub bevorzugt beiseitegestreut wird.

Andererseits ergibt sich bei dieser Mehrfachstreuung auch eine leichte
Polarisation des einfallenden Lichts. Das fiihrt dann dazu, dass im Licht des
Sonnenaufgangs das linksdrehend polarisierte Licht ein wenig iberwiegt und beim
Sonnenuntergang das rechtsdrehend polarisierte. Das alleine wiirde noch nichts
erkldren, weil alle Tage ja sowohl einen Morgen als auch einen Abend haben und
sich dieses Ungleichgewicht iiber die Woche ausgleichen wiirde. Deutschs pfiffiger
Gedanke war nun aber, dass es abends im Durchschnitt deutlich warmer ist als
morgens. Und wenn es warmer ist, laufen chemische Reaktionen schneller ab, was
insgesamt bedeutet, dass Molekiile, die von rechtsdrehend polarisiertem Licht
angeregt werden, iiber die Woche verteilt aktiver sind als ihre Spiegelbilder. Und
mit diesem etwas verwickelten Argument hat Deutsch moéglicherweise einen
Mechanismus gefunden, mit dem die Asymmetrie biologischer Molekiile
unvermeidlich ist.

Aber genaue Zahlen iiber die Grofe dieses Effekts hat niemand. Erst seit den
1980er Jahren gibt es iiberhaupt Geréte, die empfindlich genug sind, um den
Polarisationsunterschied zwischen Sonnenauf- und -untergang nachweisbar zu
messen. Diese verschwindende Winzigkeit des postulierten Effekts eint leider alle
bisher vorgeschlagenen Erkldarungen fiir biologische Asymmetrie. Das bedeutet,
argumentiert der deutsche Physiker Werner Ful}, dass man erst mal sehr viele
Molekiile braucht, damit der Mechanismus greifen kann: Je mehr Molekiile Lotto
spielen, desto hoher die Wahrscheinlichkeit, dass eins davon den Hauptpreis gewinnt
und linksdrehend wird. Das Problem dabei ist dasselbe, dem wir im Kapitel
— Radioaktivitdt begegnet sind. Die Lotterie verschwindet im statistischen
Rauschen, wenn man nur wenige Molekiile hat. Im Extremfall, wenn es iiberhaupt
nur ein Molekiil gibt, ist dieses Molekiil entweder links- oder rechtsdrehend.
Einhundert Prozent aller existierenden Molekiile — namlich dieses eine — haben dann
diese Drehrichtung, und ein subtiles Ungleichgewicht wird vollkommen unwichtig.
Wenn darauf dann chemische Mechanismen aufbauen, die Asymmetrie in den
Ausgangsstoffen erhalten oder verstdrken, dann ist das Rétsel gelost, und ein
zufalliges Ungleichgewicht ganz zu Beginn, als das Leben entstand, erklart die
heutige Asymmetrie.

Das ist natiirlich in gewisser Hinsicht eine langweilige Theorie. Und weil man,
wie auch im «Lexikon des Unwissens» zum Thema Leben zu lesen war, herzlich
wenig tiber die Zeit weils, in der aus Gemisch Gewiirm wurde, ist sie auch ein wenig
unbefriedigend. «Konnte so sein, konnte auch anders sein» ist selten, was man sich
erhofft, wenn man aufbricht, neue Theorien zu entdecken. Aber vielleicht waren es
eben doch die — AuBerirdischen, die uns vor Jahrmilliarden linksdrehend angesét
haben. Und sollten die dann ndchste Woche vorbeikommen, um endlich ihren
linksdrehenden Joghurt zu ernten, gibe es wieder eine offene Frage weniger auf der



Welt.



zur Inhaltsiibersicht

Schocktod

Yeah, I went hunting once. Shot the deer in the leg. Had to kill it with a shovel, took about an hour. Why do
you ask?
The Office

Wenn man mit Gewehren auf Tiere oder Menschen feuert, fallen sie tot um. Das ist
in den meisten Féllen nicht sonderlich iiberraschend, eine Kugel zerschlédgt ihr Herz
oder ihr Hirn, was schnell zum Tod fiihrt, ein wissenschaftlich gut erforschter
Zusammenhang. Manche Tiere jedoch fallen tot um, auch wenn sie an keinem
lebenswichtigen Organ getroffen worden sind. Woran diese Tiere genau sterben und
ob das auch bei Menschen funktioniert, ist unklar. Die Aussicht, jemanden aulSer
Gefecht setzen zu koénnen, ohne ihn richtig zu treffen, ist fiir viele
Schusswaffenbesitzer verstandlicherweise sehr attraktiv, daher erfreut sich das
Thema bei Jagern, Militdarexperten und Munitionsherstellern grofSer Beliebtheit, oft
unter irrefiihrenden Namen wie «Schocktod» oder «hydrostatischer Schock».

Die Wissenschaft, die sich damit befasst, was Geschosse im Korper anrichten
konnen, heilSt Wundballistik. Die physikalischen und biologischen Vorgiange beim
Eindringen des Geschosses sind dulSerst komplex. Innerhalb einer
Tausendstelsekunde wird das Geschoss, das zuvor mit einer Geschwindigkeit von
100 bis 1000 Metern pro Sekunde unterwegs war, hart abgebremst; die dabei
freiwerdende Energie landet im angeschossenen Korper und richtet dort Schaden an.
Die meisten Erkenntnisse der Wundballistik beruhen auf Erfahrung und Experiment.
Seit ein paar Jahrzehnten sind Tierversuche weitestgehend tabu; stattdessen schieft
man zu Forschungszwecken auf Korper aus Gelatine oder Seife und sieht sich die
Vorgange mit Hilfe von Hochgeschwindigkeitskameras an. Dartiber hinaus steht den
Wundballistikern ein reichhaltiger Fundus an Erfahrungsberichten zur Verfiigung;
schlieBlich werden haufig genug Menschen beschossen, ganz ohne wissenschaftliche
Motivation ( — Krieg).

Wie viel Schaden ein Geschoss im Korper anrichtet, hdngt vor allem von seiner
Energie ab. Die kinetische Energie der Kugel wird innerhalb von Mikrosekunden in
elastische Energie umgewandelt, mit anderen Worten: Das Gewebe wird gedehnt
und gestaucht. Ein eindringendes Geschoss erzeugt abgesehen von dem engen
Einschusskanal eine «tempordre Hohle», eine leere Blase im Koérper des
Getroffenen, die innerhalb von Millisekunden wieder in sich zusammenfallt. Die



Entstehung der tempordaren Hohle wiederum erzeugt Druckwellen, die die
entstehende Energie abtransportieren und verteilen. In der Ndhe des Schusskanals ist
die Belastung auf das Gewebe so groR, dass die Zellen zerreillen. Der sicherste Weg
zum Tod ist ein Treffer im Kopf, wo die Hirnschale eine freie Ausdehnung des
Gewebes und damit den Abtransport der Energie verhindert. Zum unmittelbaren Tod
kann es aulerdem kommen, wenn die Atmung oder der Kreislauf zusammenbricht,
zum Beispiel durch Treffer am Herzen oder durch Verletzung von grolSen
Blutgefalen.

Wenn kein lebenswichtiges Organ getroffen wird, gibt es zundchst keinen Grund,
warum das Opfer sofort umfallen oder gar sterben sollte. Der iibertragene Impuls ist
zu klein, um einen Menschen umzuwerfen. Spektakulédre Filmszenen, in denen der
Getroffene sofort nach hinten umfallt, wo sich natiirlich eine Fensterscheibe
bereithilt, die in tausend Teile zerspringt, sind jedenfalls frei erfunden. Die Wirkung
eines Geschosses hdngt jedoch nicht nur vom Geschoss und von der Einschussstelle
ab. Zusatzlich spielen Verfassung und Psyche des Opfers eine wesentliche Rolle.
Zum Beispiel ist von Bedeutung, womit die Person in dem Moment gerade
beschéftigt ist und ob sie mit Beschuss rechnet. Soldaten im Sturmangriff laufen
nach einem Treffer oft noch lange weiter, im Unterschied zur alten Frau im
Supermarkt, die schon bei einem Streifschuss in Ohnmacht féllt. Darum ist es
schwer, die Wirkung eines Schusses vorherzusagen oder aus einer beobachteten
Wirkung zu folgern, was genau im Korper passiert ist.

Messen kann man nur das Verletzungspotenzial eines Geschosses, obwohl auch
das mit grollen Problemen verbunden ist. Dazu taucht in der Literatur eine Vielzahl
konkurrierender Malizahlen auf, die «Stopping Power», «Relative Incapacitation
Index», «Knockout Value» oder «Power Index Rating» heillen und unter anderem
von der Geschossgeschwindigkeit, vom Kaliber oder vom Radius der temporéren
Hohle abhdngen. Fiir ein und dasselbe Geschoss liefern diese Malizahlen teilweise
iberraschend unterschiedliche Ergebnisse, was darauf hindeutet, dass sie alle die
tatsdchliche Wirksamkeit von Geschossen nur héchst ungenau wiedergeben. Das
Militér ist vorwiegend an der Wahrscheinlichkeit interessiert, mit der ein Geschoss
einen Soldaten vollstdndig aulSer Gefecht setzt. Auch dazu wurden iiber die Jahre
diverse Kriterien vorgeschlagen, deren Ubertragbarkeit auf die Realitit wiederum
zweifelhaft ist. Bis auf die triviale Erkenntnis, dass Menschen bei sehr hohen
Geschossenergien sterben und bei sehr geringen eher nicht, kann man daraus nicht
viel lernen. Die Reaktionen eines biologischen Systems auf einen Treffer sind zu
kompliziert, als dass man sie mit generalisierten Modellen beschreiben kénnte.

Diese eklatante Diskrepanz zwischen der unordentlichen Wirklichkeit der
Schussverletzung und unseren sauberen theoretischen Vorstellungen ist jedoch nur
eine schwache Form von Unwissen. Immerhin wissen wir recht gut, warum die
genannten Modelle scheitern. So ein Geschoss ist nur bis zum Auftreffen auf den
Korper ein Forschungsobjekt der Physiker, dann mischen sich Biologen und



Mediziner ein, von denen man nicht mehr verlangen kann, dass am Ende ihrer
Ermittlungen eine mathematische Formel steht, die alles erfasst. Trotzdem gibt es in
der Wundballistik auch echtes Unwissen, worunter das Problem des Schocktods
fallt.

Dabei geht es um die Kernfrage, ob Geschosse, die irgendwo im Koérper landen,
auch an ganz anderen Stellen lebensbedrohlichen Schaden anrichten kénnen.
Einwandfrei nachgewiesen wurde ein sogenannter «Schocktod» bisher nur bei
kleineren Tieren, vor allem bei Hasen. Nach Treffern mit Schrotmunition bleiben
Hasen gelegentlich leblos liegen, obwohl, wie sich bei der Sektion herausstellt, die
Schrotkugeln nicht tief eingedrungen sind und keinen wichtigen Korperteil verletzt
haben. Bei Menschen sind solche Félle bisher nicht zweifelsfrei nachgewiesen
worden.

Abgesehen von den lokalen Druckwellen, die die tempordre Hohle erzeugt,
entsteht beim Eindringen von schnellen Geschossen noch eine sogenannte Stowelle.
Anschaulich handelt es sich dabei um die Ausbreitung des Schalls eines Geschosses
im Korper. StoSwellen, auch Schockwellen genannt, méchte man nicht so gern im
Korper haben, auller, man ldsst sich gerade von einem Lithotripter die Nierensteine
zertrimmern. Sie entstehen in der Natur immer dann, wenn etwas sehr Schnelles
sich durch ein ruhendes Medium bewegt, zum Beispiel bei Uberschallflugzeugen,
bei der Detonation von Bomben oder bei einer Supernova. Wahrend sich die
normalen Druckwellen nach Eintreten des Geschosses in Zeitrdumen von
Millisekunden ausbreiten, sind StoBwellen noch tausendmal schneller unterwegs. An
der Wellenfront entstehen extreme Druckunterschiede, die eventuell nicht gesund
sind.

Eine Gruppe von schwedischen Forschern fiihrte zwischen 1987 und 1990 eine
Reihe von Experimenten durch, um Fernwirkungen im Korper durch StoSwellen zu
untersuchen. Unter anderem wurde Schweinen ins linke Bein geschossen und mit
Hilfe von Sonden im Gehirn, im Bauch und im anderen Bein die Ausbreitung der
Welle vermessen. Die StoBwelle erreicht demnach tatsdchlich das Gehirn der
Schweine, und zwar nach circa 300 Mikrosekunden (also knapp einem Drittel einer
Tausendstelsekunde). Der Druckanstieg im Hirn war zwar schwacher als im Magen,
betrug aber immer noch 1,5 Bar, also das Anderthalbfache des normalen Luftdrucks.

Es ist durchaus denkbar, dass solche Druckverdanderungen Probleme fiir die
Beschossenen mit sich bringen. So zeigen andere Experimente, dass bei zwei
Dritteln der Testschweine nach einem Beinschuss die Atmung aussetzt, bis zu 45
Sekunden lang. Auch ein Absinken der Gehirnstréme wurde bei Schweinen
nachgewiesen. Beides konnte mit der StoBwelle zu tun haben; einfaches Erschrecken
der kampferprobten Schweine durch Schiisse in die Luft reicht dafiir nicht.
Aullerdem scheint der mit Stofwellen verbundene steile Druckanstieg die
betroffenen Zellen zu schiadigen. Solche Gewebeverdanderungen wurden sowohl an



Zellkulturen als auch in Tierversuchen nachgewiesen, allerdings treten sie nicht
unmittelbar auf, sondern erst nach Stunden. Wie es dazu kommt, ist unklar.

StoBwellen kénnen aullerdem Nerven dazu anregen, irgendein Signal
weiterzugeben. Der Effekt ist zumindest an isolierten Nerven von Ochsenfroschen
nachgewiesen — ob er in echten Fréschen oder gar anderen Tieren vorkommt, ist
unbewiesen. Eine Moéglichkeit fiir einen plétzlichen Tod durch eine solche
Nerventduschung wird vom Schweizer Beat Kneubuehl in seinem Buch
«Wundballistik» diskutiert, einem Standardwerk der Branche. Unterhalb des Ohres,
wo sich die dicke Blutautobahn der Halsschlagader in zwei Straflen teilt, hat der
Korper Sensoren eingebaut, die den Blutdruck messen. Stellen die Sensoren einen
erhohten Blutdruck fest, wird dies der zentralen Leitungsstelle im Nachhirn
gemeldet. Die wiederum befiehlt dem Herzen, langsamer zu schlagen, damit der
Blutdruck wieder sinkt — eines der vielen Regelsysteme, die im Koérper fiir Ordnung
sorgen. Wenn jetzt eine StoBwelle den Sensor aktiviert, ohne jede Erh6hung des
Blutdrucks, dann verwirrt man das System, und der Korper reguliert sich zum
Herzstillstand.

Zumindest theoretisch kénnte es also so etwas wie einen Schocktod geben — ein
sofortiger Tod nach dem Treffer, auch wenn kein lebenswichtiges Organ getroffen
ist. Der Begriff Schocktod ist trotzdem fragwiirdig; er enthalt das Wort «Schock»,
was fiir eine Kreislaufschwéche stehen kénnte oder aber fiir die eben angesprochene
Schockwelle, aber da niemand weil$, ob es so etwas wie einen Schocktod beim
Menschen iiberhaupt gibt, ist es auch miilig, dariiber zu klagen, dass es kein prazises
Fachwort dafiir gibt. Noch verwirrender ist es, von einem «hydrostatischen Schock»
zu sprechen, einem Begriff, der in diesem Zusammenhang oft auftaucht, denn
«statisch» ist bei Schussverletzungen gar nichts.

Es handelt sich nur um ein winziges Korn Unwissen — ein paar ungeklérte
Hasentode, angereichert mit einigen plausiblen und durch Experimente gestiitzten
Erwdgungen zu moglichen Auswirkungen von StoSwellen im Korper. Man ist schon
daran gewohnt, dass Unwissen zu Legendenbildung fiihrt, aber im Falle des
Schocktodes ist das Verhéltnis zwischen der Menge an Legenden und dem Ausmalf$
des Unwissens, auf dem die Legenden beruhen, unverhdltnismalig grofS.

Jager verwenden den Begriff des «hydrostatischen Schocks» regelmélSig bei der
Erklarung ihrer Heldentaten. Der Amerikaner Jim Carmichael zum Beispiel erzdhlt
in einem Beitrag fiir das Jagdmagazin «Outdoor Life», es sei ihm einst gelungen,
einen riesigen Afrikanischen Biiffel zu erlegen, obwohl er mit einer Waffe
unterwegs war, deren Kaliber seiner Meinung nach viel zu klein war, um den Biiffel
schnell zu toten. Afrikanische Biiffel erreichen eine Schulterhéhe von 1,70 Metern
und kénnen bis zu eine Tonne wiegen. Carmichael zielte auch gar nicht auf den
Kopf, sondern auf die Schulter. Er wollte den Biiffel zundchst bewegungsunfahig
schielen, um ihn dann mit weiteren Treffern zu erledigen. Stattdessen, so
Carmichael, brach das Tier nach dem ersten Schuss schlagartig zusammen und stand



nicht mehr auf. Jagdanekdoten dieser Art gibt es einige, aber leider taugen sie nicht
fiir anstandige Wissenschaft. Mal angenommen, die Geschichte stimmt, dann bleibt
dennoch die Frage, warum der fragliche Biiffel sich keine Sekunde ldnger auf den
Beinen halten konnte. Vielleicht war er miide.

Ein anderer oft zitierter Beweis fiir die Existenz des hydrostatischen Schocks sind
die Berichte vom «Strasbourg-Test». Dabei wurde, so heifst es, 611 Ziegen unter
Verwendung von verschiedenen Waffen und Munitionsarten ohne Betdubung in die
Brust geschossen. Bei allen Ziegen wurden widhrenddessen sowohl die Gehirnstréme
als auch der Druck in der Halsschlagader gemessen. Auflerdem wurde exakt
bestimmt, wie lange es nach dem Schuss dauert, bis die Ziege zusammenbricht.
Dieser Tierversuch dauerte von April 1991 bis September 1992. Die Autoren — eine
kleine Gruppe von Arzten, Sanititern und Technikern — berichten von den
gewaltigen Anstrengungen wahrend der 18-monatigen Testperiode und beklagen,
dass nicht mehr Ziegen verfiigbar waren. Eine der Schlussfolgerungen der Studie:
Eine erhebliche Anzahl von Ziegen brach «fast sofort» nach dem Schuss zusammen
(wobei «fast» immer noch einige Sekunden sein konnen). In diesen Fillen wurde
eine kurze, aber heftige Druckwelle am Hals der Ziege festgestellt, direkt gefolgt
vom Ende der Gehirnstrome.

Das Problem mit dem Strasbourg-Test: Man weil3 nicht so recht, ob er {iberhaupt
stattgefunden hat. Namhafte Experten halten die gesamte anonym publizierte
Geschichte fiir einen Hoax. Brauchbare wissenschaftliche Literatur jedenfalls sieht
anders aus. Martin Fackler, ehemaliger Militdrarzt und in den 1990er Jahren
Président der Internationalen Vereinigung fiir Wundballistik, wird in seiner Analyse
der Ziegenberichte im Jahr 1993 sehr deutlich: «Vermutlich werden wir bald
anonyme Berichte sehen, die beweisen, dass Elvis noch am Leben ist (...). Und
natiirlich wird auch das jemand glauben.»

Auf der anderen Seite gibt es Experten wie die Amerikaner Amy und Michael
Courtney, Inhaber einer Firma zur Ballistikforschung, die Fackler widersprechen.
Sowohl Michael als auch Amy verfiigen iiber Doktortitel (in Experimenteller
beziehungsweise Medizinischer Physik) vom renommierten Massachusetts Institute
of Technology, was sie zundchst vertrauenswiirdig erscheinen ldsst. Trotzdem sind
ihre Ausfiihrungen zum hydrostatischen Schock mit Skepsis zu betrachten. In einer
Serie von Publikationen, die im Internet kursieren, aber nicht in den tiblichen
Fachzeitschriften erschienen sind, listen sie alle moglichen Beweise fiir den
hydrostatischen Schock auf, einschlief8lich der eben erwédhnten fragwiirdigen
Testreihen an Ziegen, gehen dabei aber nicht besonders ehrlich mit dem Leser um.
Zum Beispiel werden die oben genannten Zellverdnderungen als Beleg fiir einen
sofortigen hydrostatischen Schock angefiihrt, ohne zu erwdhnen, dass sie erst nach
betrdchtlicher Zeit auftreten. Die Courtneys jedenfalls folgern aus all dem, dass es
den Schocktod beim Menschen unzweifelhaft gibt.



Die unsachlichen Diskussionen um den hydrostatischen Schock sind auch
deswegen nicht totzukriegen, weil es in diesem Kontext um die Frage geht, welche
Munition zu verwenden sei, um die beste Wirkung zu erzielen. Jager, Polizisten,
Soldaten, alle sind daran interessiert, dass ihre Gegner moglichst sofort umfallen.
Wenn es also eine Munition gdbe, die dieses Ziel erreicht, auch wenn kein
lebenswichtiges Organ getroffen ist, wiirde sie rasenden Absatz finden. Das macht
den Begriff fiir Munitionshersteller iiberaus interessant. Tatsdchlich stehen
bestimmte Arten von Munition bei Jagern und anderen Waffenbenutzern im Ruf,
einen besonders heftigen hydrostatischen Schock auszul6sen. Alle diese Aussagen
stehen jedoch auf tonernen Fiilen. Sie verfallen dem alten Trugschluss, es gabe auf
eine hochst komplizierte Frage eine einfache Antwort — am besten so was wie «5,7 X
28 mm».



zur Inhaltsiibersicht

Space Roar

Das zwanzigste Jahrhundert ist unter anderem das Zeitalter des Ldrms.
Aldous Huxley, «Die Ewige Philosophie»

«Space Roar» («Weltraumgetdse») nannte ein amerikanisches Astronomenteam eine
starke Radiostrahlung unklaren Ursprungs, die offenbar aus den Tiefen des Weltalls
kommt. Die ersten Berichte iiber das seltsame Radiorauschen tauchten im Sommer
2008 auf der Tagung der Amerikanischen Astronomischen Gesellschaft im
siidkalifornischen Long Beach auf. Gefunden wurde der Larm durch Messungen mit
einem speziellen Radioempfanger namens ARCADE 2, dessen Arbeitsort ein Gefaly
ist, das an einem HeiRRluftballon 37 Kilometer iiber der Erdoberfldche baumelt. Im
Universum tost natiirlich nichts, denn Schall wird im Vakuum nicht iibertragen,
Radiostrahlen aber schon, und weil aus unseren irdischen Radiogerdten die ganze
Zeit GetOse dringt, sei den Astronomen die Ungenauigkeit verziehen.

Radiowellen nennt man den Teil des elektromagnetischen Spektrums, in dem die
Wellen langer sind als ein Zentimeter. Zum Vergleich: Die Strahlen, die wir
normalerweise «Licht» nennen und mit dem Auge wahrnehmen kénnen, haben
Wellenldngen von weniger als einem Tausendstelmillimeter. Radiostrahlen sind also
kein Schall, sondern sehr langwelliges Licht. Fast jeder von uns besitzt ein Gerdt,
das Radiowellen erzeugen kann, zum Beispiel einen Mikrowellenherd (12
Zentimeter Wellenldnge), einen WLAN-Router (meist ebenfalls 12 Zentimeter, was
erkldrt, warum die Mikrowelle manchmal das drahtlose Internet stort),
Mobiltelefone (10 bis 40 Zentimeter) oder Funkgerite (je nach Bandbereich
zwischen Zentimetern und Kilometern).

Genau wie unsere Haushalte ist auch das Universum vollgestellt mit Geriten, die
Radiostrahlen produzieren. Das hat eigentlich nur Vorteile, denn mehr Strahlung
heiflt auch mehr Informationen iiber die astronomischen Objekte. Dazu wiére es
hilfreich, erst einmal zu verstehen, wo die Strahlen herkommen und wie sie
entstehen. Der Physiker Karl Jansky entdeckte 1931 die erste Radioquelle im All.
Jansky nannte das, was er da mit seiner Antenne empfing, ein «dauerhaftes Zischen
unklaren Ursprungs». Woher dieses Zischen kommt, ist mittlerweile klar, ndmlich
von unserer eigenen Galaxie, der Milchstralle. Dafiir diirfen wir uns am Space Roar
abarbeiten. So hat jede Generation ihr mysterioses Radiosignal aus dem All.

Nach 1931 entwickelte sich eine neuartige Spezies von Wissenschaftlern, die an



allen Enden der Welt Radioantennen aufstellte. Oft sehen Radioteleskope aus wie
Satellitenschiisseln, nur grofSer, manchmal auch wie die Stabantennen an unseren
Radios. Die Teleskope unterscheiden sich in der Empfindlichkeit, in der
Wellenldnge, bei der sie beobachten, und in der Auflésung, also in der Fahigkeit,
zwei dicht nebeneinanderstehende Objekte getrennt zu beobachten. Mittlerweile
wissen wir, dass fast alles im Universum Radiowellen erzeugt, Planeten, alle
moglichen Arten von Sternen, Wolken, Galaxien, Galaxienhaufen. Sogar das
Universum selbst ist eine Radioquelle — es erzeugte vor einiger Zeit die «kosmische
Hintergrundstrahlung», das oft zitierte «Echo des Urknalls». Obwohl natiirlich der
Urknall ebenso wie der Space Roar kein richtiger Knall war.

Die meisten von uns wissen nicht so genau, wie Mikrowellenherde Radiostrahlen
erzeugen, aber Mikrowellenherde werden irgendwo von Menschenhand konstruiert
und gebaut, also geht es sicher mit rechten Dingen zu. Galaxien hingegen sehen ganz
anders aus als Mikrowellenherde; da wird man eher misstrauisch. Wie machen die
Galaxien das?

Elektromagnetische Strahlung entsteht unter anderem dann, wenn elektrische
Ladungstrdger, zum Beispiel Elektronen, beschleunigen, abbremsen oder ihre
Bewegungsrichtung verandern. Das kann passieren, wenn das Elektron in den
Bereich eines starken Magnetfelds gerét, welches das Teilchen auf eine gekriimmte
Bahn entlang der Magnetfeldlinien zwingt. Die Folge: Das Elektron fangt an, mit
Photonen, also Lichtteilchen, um sich zu werfen. Bei sehr hohen Geschwindigkeiten
des Elektrons, irgendwo in der Ndhe der Lichtgeschwindigkeit von 300 000
Kilometer pro Sekunde, werden die Photonen vorwiegend in eine bestimmte
Richtung abgeschossen, als sogenannte Synchrotronstrahlung. Die Konfiguration aus
extrem starkem Magnetfeld und extrem schnellen Teilchen mag auf der Erde selten
sein, im Weltall jedoch ist sie ziemlich hdufig zu finden, zum Beispiel in der Nédhe
von Schwarzen Lochern im Zentrum von Galaxien. Die Folge: Das Universum ist
voller Synchrotronstrahlung.

Zuriick zum Space Roar. Als Alan Kogut, Astronom bei der amerikanischen
Weltraumbehérde NASA, die Daten vom Radioteleskop ARCADE 2 erhielt, war er
einigermallen erstaunt. «Was ist das denn? Das gehort da nicht hin», wird er in
einem Artikel der New York Times vom Januar 2009 zitiert. Im Wellenldngenbereich
von einigen Zentimetern, vergleichbar mit den Wellenldngen von Handys und
Mikrowellenherden, ist die Radiostrahlung des Weltalls einige Male grofer als
bisher angenommen. Oder anders gesagt: Wenn man alle bekannten Radioquellen im
Weltall zusammenzadhlt, kommt man héchstens auf ein Viertel der Strahlung, die
ARCADE 2 empfing, als es im Juli 2006 an seinem Ballon hing.

Das Instrument war sorgfaltig konstruiert, um duflerst schwache Radiostrahlung
von den ersten Sternen im Universum zu finden. Man vermutet, dass es sich bei
diesen Sternen um monstros grofle Gebilde gehandelt haben muss, die nicht einmal
eine halbe Milliarde Jahre nach dem Urknall entstanden, das hiefSe vor gut 13



Milliarden Jahren. Zum Vergleich: Unsere Sonne ist dagegen jung, nur viereinhalb
Milliarden Jahre alt. Die ersten Sterne des Universums sind lange vergliiht, aber
wenn wir nur tief genug ins Weltall hineinsehen, dann kénnen wir vielleicht ihre
Strahlung noch empfangen — je weiter man hineinsieht, desto ldnger dauert es fiir das
Licht, uns von dort zu erreichen, und desto dlter sind folglich die Objekte, die man
sieht. ARCADE 2 will in die Vergangenheit sehen, in die Friihzeit des Universums.
Stattdessen ist da nur dieses laute Weltraumgetdtse, das alles iibertont.
Beziehungsweise iiberstrahlt.

ARCADE 2 ist in seinem Wellenldngenbereich zwar empfindlicher als alle
Vorgangerinstrumente, kann aber nicht besonders gut feststellen, aus welcher
Richtung die Strahlung kommt. Die Antennen befanden sich bei der Messung in
einer Art Badewanne, 2,40 Meter hoch und 1,50 Meter im Durchmesser, gefiillt mit
minus 270 Grad Celsius kaltem Helium. Die Antennen registrieren die ganze Zeit
Strahlung aus einem groBen Himmelsbereich und kénnen nur ermitteln, wie viel
Radiostrahlung das Universum insgesamt abgibt, nicht, wer im Einzelnen an dieser
Schweinerei schuld ist. Insgesamt sah sich das Radioteleskop 7 Prozent des
gesamten Himmels an, iiberall war das Ergebnis gleich: Der gréfSte Teil der
empfangenen Radiostrahlung muss von unbekannten Quellen kommen.

Nur woher? Kogut und sein Team betrachteten erst einmal ein Jahr lang ihre
Daten und vergewisserten sich, dass sie nicht irgendeinen bléden Fehler gemacht
hatten. Als sie die Meldung vom Space Roar schlielSlich der Fachwelt prasentierten,
konnten sie zwar eine lange Liste moglicher Ursachen ausschliellen, aber was
tatsdchlich dahintersteckt, wissen sie nicht. ARCADE 2 flog nicht iiber
starkbesiedelten Regionen, und die grolle Flughthe stellt einigermalien sicher, dass
Radiostrahlung vom Erdboden das Gerit nicht verwirrt. Ebenfalls ausgeschlossen ist
ein Ursprung im Instrument selbst, in der Erdatmosphére, dem Sonnensystem und in
der MilchstraRe. Ein gutes Argument hierfiir ist vor allem, dass der Space Roar
gleichmdfig aus allen Richtungen kommt, die ARCADE 2 untersucht hat, wahrend
die meisten anderen moglichen Quellen unregelmalSig verteilt sind. Es bleibt kaum
eine andere Moglichkeit, als den Ursprung des Space Roar irgendwo tief im All zu
vermuten. Die mysteridsen Radioquellen miissen iiberall sein.

Der Space Roar wird bei langen Wellenldngen starker, was charakteristisch ist fiir
Synchrotronstrahlung und andere Mechanismen weitestgehend ausschliel$t. Das ist
immerhin eine wichtige Information. Man muss also nach Quellen mit starken
Magnetfeldern und schnellen Elektronen suchen. Der Space Roar kdnnte zum
Beispiel von vielen Milliarden gewohnlicher Galaxien stammen, in denen gerade in
grollem Malstab Sterne fabriziert werden, viel mehr, als man bisher dort draulSen
vermutete. Galaxien verfiigen iiber riesige Magnetfelder, produziert von
Sternleichen, und iiber massenhaft Teilchen, die von den Magnetfeldern eingefangen
werden und Radiostrahlung abgeben kénnen. Die Eigenschaften des Space Roar



passen ganz gut zu diesem Szenario, aber es gibt ein Problem: Gewohnliche
Galaxien enthalten grofle Mengen Staub, der iiberall quer durch die Galaxie verstreut
ist. Dieser Staub wird durch Sterne aufgeheizt und strahlt deshalb, und zwar im
infraroten Teil des elektromagnetischen Spektrums. Je mehr Sterne eine Galaxie
produziert, desto mehr Radiostrahlung sondert sie ab und desto heller ist sie auch im
Infraroten — so glaubt man bisher jedenfalls. Wenn der Space Roar von normalen
Galaxien stammt, dann wirft er diese Relation iiber den Haufen. «Das, was fiir das
Radiosignal verantwortlich ist, produziert nicht viel Infrarotstrahlung», so Kogut.

Das heifst noch nichts. Die fiir den Space Roar verantwortlichen Galaxien waren
viel weiter weg als die Sorte Galaxien, an denen wir den Zusammenhang zwischen
Radio- und Infrarotstrahlung bisher getestet haben. Damit wéren sie auch ein paar
Milliarden Jahre jiinger, weil wir ja ihre Vergangenheit sehen. Vielleicht
produzierten diese jungen Galaxien damals aus irgendeinem Grund mehr
Radiostrahlung als erwartet. Man hat schon von seltsameren Dingen gehort, speziell
im Zusammenhang mit dem Universum.

Alan Kogut bevorzugt jedoch eine andere Erklarung fiir den Space Roar: Fiir ihn
kommt das Rauschen aus einer Zeit, in der es noch {iberhaupt keinen Staub im
Weltall gab.

Eins haben unordentliche Wohnungen und das Universum gemeinsam — es dauert
eine Weile, bis alles verstaubt ist. Staub besteht aus Elementen wie Silizium,
Sauerstoff, Kohlenstoff, die im Innern von Sternen entstehen und bei deren Tod im
Weltall verbreitet werden. Man braucht erst einmal Sterne, um Staub zu
produzieren. Am Anfang war das Universum staubfrei.

Kogut spekuliert daher folgendermallen: Wenn die allerersten Sterne nach nur
wenigen Millionen Jahren sterben, dann hinterlassen sie Schwarze Locher. Zwar
kann daraus kein Licht mehr entkommen. Ein Schwarzes Loch wirkt aber
gleichzeitig wie ein riesiger Badewannenabfluss: Alles, was sich in seiner
Umgebung befindet, gerdt in seinen Sog und ist dazu verdammt, in das Loch zu
stiirzen. Das sind genau die Bedingungen, die man braucht, um Synchrotronstrahlung
zu erzeugen. Der Space Roar widre damit am Ende doch ein Signal der ersten Sterne,
genauer gesagt ein Signal des Friedhofs der ersten Sterne.

Entweder mehr Galaxien oder mehr Schwarze Locher sollen also die Erklarung fiir
den Space Roar sein. Erst mal klingt das enttduschend. Immerhin handelt es sich um
eine rdtselhafte Radiostrahlung, da hitte man wenigstens auf irgendeine neue Art
Himmelsobjekt gehofft, etwas, von dem man noch nie zuvor gehort hatte, oder
zumindest ein paar — Aulerirdische. Aber dann doch nur mehr von dem, was man
schon kannte? Gibt man sich jedoch etwas Miihe, ist nicht so schwer zu verstehen,
warum die Astronomen so aufgeregt sind: Immerhin stammt der Space Roar
eventuell aus der Kindheit des Universums, iiber die wir sehr wenig wissen. Es mag
nicht vollkommen {iberraschend sein, wenn im jungen Universum die Dinge anders
sind, als man es sich vorher spekulativ ausmalte, aber interessant ist es allemal.



Zum Schluss noch eine gute Nachricht fiir Radioastronomen: Rings um die Erde
entstehen derzeit neue hochauflésende Radioteleskope, die unter anderem die
Friihzeit des Universums genauer unter die Lupe nehmen werden. 2010 und 2011
nahmen drei neue Teleskope mit den interessant klingenden Abkiirzungen LOFAR,
e-Merlin und MeerKAT in Europa, England und Siidafrika den Betrieb auf. Und nur
10 bis 20 Jahre spédter wird ein neues Superding mit dem leider eher langweiligen
Namen «Square Kilometre Array» (SKA) alles iiber das Radiouniversum
herausfinden, was wir bis dahin nicht schon wissen.



zur Inhaltsiibersicht

Tiefseelaute

The Bloop is the phenomenon without which this site might not exist.
www.bloopwatch.org

Wenn der Mensch ins Wasser geht, macht er oft Gerdusche. Ist das Wasser
angenehm temperiert, vielleicht ein tiefes, zufriedenes Brummen, ist das Wasser
sehr kalt, wird es eher ein Zischen oder Jammern werden, und hat man die Wanne
versehentlich zu heil§ einlaufen lassen, hallt es in allen Badezimmern wie Geschrei.
Das alles ist unkontrovers und auch schon lange bekannt. Etwas neuer ist die
Erkenntnis, dass auch Gerdusche im Wasser sind, selbst ohne dass der Mensch
hineinsteigt, aber furchtbar neu nun auch wieder nicht, weil man das ja aus Pfiitze,
Teich und Meer kennt, dass sich ein gedampfter Klangteppich ausbreitet, sobald man
untergetaucht ist. Na gut, wenn man in einer Pfiitze untertaucht, hért man vermutlich
eher das Gras wachsen, aber ab Teich aufwarts stimmt’s dann. Was man von Pfiitzen
und Teichen aber nicht kennt, sind geheimnisvolle Gerdusche aus Kilometertiefen,
die sich um die halbe Erde ausbreiten und sich anhéren, als kimen sie von riesigen
Tieren. Schon weil riesige Tiere in Pfiitzen und Teiche gar nicht reinpassen, wiirde
man solche Gerdusche eher in den Ozeanen erwarten. Und in den Ozeanen wurden
weltumspannende, unerklarliche Gerdusche aus grofer Tiefe vor einigen Jahren auch
tatsdchlich aufgezeichnet. Weil daran so ziemlich alles erstaunlich ist, holen wir
jetzt erst mal etwas weiter aus.

Der Grund dafiir, dass sich Gerdausche unter Wasser anders anhoren als dariiber,
liegt in der Natur des Schalls. Fiir uns Bodenbewohner ist Schall in der Regel
angeschubste Luft, allgemeiner gesagt: ein angeschubstes Tragermedium. Schall
entsteht, wenn Dinge sich bewegen. Wenn zum Beispiel im Wald ein Baum umfillt,
macht das ein Gerdusch, selbst wenn gar niemand da ist. Das auf der Erde
aufschlagende Holz erzeugt dabei Druckwellen in der Luft, die sich von der
Baumleiche aus in alle Richtungen ausbreiten. Wenn die Druckwelle auf das
menschliche Ohr trifft, wird sie tiber das Trommelfell und die Knochenwerkzeuge
der Paukenhohle — also Hammer, Amboss und Steigbiigel — an das Vorhoffenster
ibertragen und von dort wiederum in die Horschnecke. Im Innern der Schnecke
werden dann aus den Druckwellen elektrische Nervenimpulse gemacht. Das klingt
abenteuerlich, funktioniert aber ganz gut, wie man hort.

Die Ubertragung vom Trommelfell aufs Vorhoffenster kénnte einem auf den



ersten Blick unniitz erscheinen. Beides sind schlielllich schwingende Membranen,
und alles, was man mit der einen machen kann, hdtte man auch gleich mit der
anderen erledigen kénnen, ganz ohne dazwischengeschaltete Haimmer, MeilSel und
Steigeisen. Was man dabei allerdings iibersehen hitte, oder vielmehr {iberh6ren
wiirde, ist, dass die Horschnecke im Innenohr anders als herkémmliche Schnecken
mit einer Fliissigkeit namens Perilymphe angefiillt ist. Schallwellen bewegen sich in
Fliissigkeiten aber ganz anders als in Gasen, einfach weil in Fliissigkeiten die
einzelnen Molekiile viel enger aufeinanderhocken. Will man da als Schallwelle
durchdringen, muss man stdrker schubsen als in der Luft, es bewegt sich aber
trotzdem weniger. Und fiir die Ubersetzung der relativ kraftlosen Schwingungen der
angeschubsten Luft in die kraftvollen, engen, die in der Perilymphe der Hoérschnecke
gebraucht werden, ist das Horknochelchentrio zustandig.

Eine weitere Folge der dichteren Molekiilpackung in Fliissigkeiten ist, dass auch
die Schallausbreitung ein wenig anders funktioniert als in der Luft. Die
Schallgeschwindigkeit im Ozean zum Beispiel hangt von der Wassertemperatur und
vom Druck ab: Schall bewegt sich schneller in warmem Wasser und bei hohem
Druck. Mit der Tiefe nimmt im Meer der Druck zu und die Temperatur ab. Die
Temperaturabnahme allerdings ist nicht gleichmaRig: In der oberen Schicht des
Meerwassers sorgen Wind und Wellen fiir eine gute Durchmischung, und die
Temperatur féllt nur langsam. In der Tiefsee liegt das Wasser iiberwiegend
unbewegt herum, sodass die Temperatur sich hier ebenfalls nur langsam mit der
Tiefe dndert. Zwischen der kalten Tiefsee und dem warmen Oberfldchenwasser muss
es daher eine Wasserschicht geben, in der die Temperatur rasant absinkt, und es gibt
sie auch. Sie heilst Thermokline. Innerhalb der Thermokline gibt es eine Zone, in der
die Schallausbreitung langsamer ist als iiberall sonst im Meer: Driiber schwimmen
Tone schneller, weil es da deutlich warmer ist, und drunter schwimmen sie
schneller, weil der Druck steigt.

Man konnte jetzt denken, dass eine Region, in der Gerdusche sich besonders
langsam ausbreiten, wie eine Art Unterwasser-Eierkarton den Schall verschluckt,
aber eigenartigerweise trifft das Gegenteil zu: Ein Gerdusch, das in der Thermokline
erzeugt wird, breitet sich in ihr zwar langsamer aus als ober- oder unterhalb, doch
das bedeutet auch, dass Teile der Gerduschwelle, die sich nach oben oder unten aus
der Thermokline davonschleichen wollen, dort mit zunehmendem Abstand immer
schneller werden. Dieser Geschwindigkeitsunterschied beugt die ausbiixenden
Schallwellen wieder in die Thermokline zuriick. Der Vorgang dhnelt der Biindelung
von Licht in einem Glasfaserkabel und hat auch ein dhnliches Ergebnis:
Unterwasserschall wird in dieser Wasserschicht gebiindelt rund um die Welt
geleitet. Deshalb heilst sie unter Wasserschichtexperten Gerdauschbindungs- und -
ausbreitungskanal oder abgekiirzt «<SOFAR-Channel» fiir das englische «Sound
Fixing and Ranging». Wenn also vor der Kiiste von China ein Reissack in die
Thermokline fallt, hért man das dank der SOFAR-Schicht im ganzen Pazifik.



Als die SOFAR-Schicht in den 1940er Jahren entdeckt wurde, war wie bei allen
Entdeckungen niemand begeisterter als das Militdr, das nun endlich den erstmals
nachweislich von Leonardo da Vinci ausgesprochenen uralten Menschheitstraum
vom Belauschen ferner Schiffe im grofSen Maflstab umsetzen konnte. Die US Navy
baute Anfang der 1950er Jahre ein Netzwerk von Unterwasser-Ohren, das SOSUS-
System («Sound Surveillance System» oder Gerduschiiberwachungsanlage), mit dem
Ziel, die Stecknadeln in vorbeifahrenden sowjetischen Atom-U-Booten fallen héren
zu konnen. Ob das je gelang, ist natiirlich streng geheim, aber die sowjetischen U-
Boote selbst konnte man ab 1962 mittels SOSUS orten. Das Gerdusch der knallenden
Sektkorken diirfte damals in der Schallschicht kurzzeitig den Larm der
herunterfallenden Reissdcke iibertént haben.

Mit dem Aufbau des SOSUS-Lauschnetzes war ein evolutiondrer Wettlauf
zwischen Jager und Beute angestoRen: Uber die nichsten Jahre und Jahrzehnte lernte
die Beute U-Boot, leiser und leiser durch die Meere zu schwimmen, und die
Unterwasserohren der Lauschsysteme wurden besser und besser. Man kennt
dergleichen Wettldaufe aus der Videoelektronik. Kaum hatte der Verbraucher sich ein
neues Gerdt angeschafft (Beta, Video 2000, VHS, DVD), machten die Datentrager
einen Evolutionsschub durch und entzogen sich den weit ge6ffneten
Laufwerksméaulern. Und genau so, wie sich im Keller von Filmfreunden unniitze
Geridte ansammeln, fiillte sich das Meer bald mit veralteten Lauschstationen, die
schlielllich der Wissenschaft zur Verfiigung gestellt wurden. Zudem sorgte das Ende
des Kalten Krieges dafiir, dass das Interesse an sowjetischen Unterwasser-
Stecknadeln stark nachliel.

Mehr als an Atom-U-Booten ist die Wissenschaft an den Gerduschen umfallender
Unterwasserberge, ausbrechender Unterwasservulkane und umherschwimmender
Unterwassersdugetiere interessiert. Buckelwale zum Beispiel, fand man heraus,
kennen die SOFAR-Schicht schon seit Jahrtausenden und benutzen sie als
praktisches Dosentelefon. Hat ein Wal der restlichen Walheit etwas mitzuteilen,
schwimmt er hinunter zur Thermokline und singt in sie hinein. Gleichzeitig hort er
dort die Botschaften anderer Wale weltweit, was die Thermokline zu einem
weltumspannenden Internet fiir Wale macht. Damit diirfte auch klar sein, was die
Bedeutung der noch immer nicht vollstandig verstandenen Walgesdnge ist:
Chatkiirzel wie LOL, ROFL und WTF werden wohl einen GrofSteil des
Gerduschpegels dort ausmachen. Warum die Wale iiberhaupt singen, ist noch nicht
endgiiltig geklart, aber die wahrscheinlichste Antwort ist, dass die Walmédnner die
Walfrauen zu becircen versuchen. Darauf deutet die Beobachtung hin, dass
mannliche Buckelwale hauptsdchlich wéahrend der Paarungszeit singen. Wenn dem
so sein sollte, ist ASL (die Frage nach age, sex, location, also Alter, Geschlecht und
Wohnort) ein weiteres haufig gehortes Gerdusch in der Schallschicht.

Interessanterweise sinkt seit Beginn der Aufzeichnungen in den 1960er Jahren die



Basisfrequenz der Walgesdnge stetig — die Tiere singen jedes Jahr ein bisschen
tiefer. Man konnte nun vermuten, dass die Wale damit der steigenden
Larmbelastung durch den zunehmenden Schiffsverkehr begegnen und gegen den
Larm der Schiffsschrauben auf Frequenzen anbrummen, in denen sie sich besser
gegen den Menschenldarm durchsetzen kénnen. Nur, sagt Mark McDonald — der
Forscher, der die Verbassung der Wale 2009 6ffentlich machte —, miissten die Tiere
dann eher hoher singen als tiefer, weil hohere Frequenzen sich unter Wasser besser
ausbreiten. Schiffslarm scheidet als Ursache also eigentlich aus. Auch andere
Erklarungen fiir den Walstimmbruch, wie etwa verdndertes Balzverhalten oder die
nach dem Fangstopp ansteigende Bevolkerungsdichte, konnen nicht iiberzeugen. Die
Bassneigung der Tiere bleibt vorerst ein Rétsel.

Ebenso wie eine Reihe von anderen Gerduschen, die die Wissenschaft in den
letzten Jahren mittels der Unterwasserohren aufgezeichnet hat. Diese Gerdusche
wurden von der zuhérenden Wetter- und Ozeanographiebehorde der USA (National
Oceanic and Atmospheric Administration, NOAA) Upsweep, Julia, Train,
Slowdown, Bloop und Whistle genannt, und ihre Herkunft ist samt und sonders
ungeklart. Neben Schiffen und singenden Walen gehéren normalerweise
Vulkanausbriiche und abrutschende Hange am Meeresboden zu den lautesten und
hdufigsten Larmproduzenten unter Wasser, aber das Frequenzprofil der Mystery-
Gerausche passt auf keine der bekannten Quellen. Die verschiedenen Gerdusche
dhneln sich auch untereinander nicht, es hausen also vermutlich mindestens sechs
unbekannte Dinge unter Wasser, die Gerdusche von sich geben.

Das mit Abstand aufregendste dieser Gerdusche ist der Bloop. Bloop wurde 1997
mehrfach von der NOAA aufgenommen, dauert ungefdhr eine Minute und klingt,
wenn man ihn aufs Sechzehnfache beschleunigt abspielt, wie ein recht
unspektakuldres Blubbgerdusch. Unspektakulér ist dieser Blubb allerdings nur, wenn
man nicht weil, dass dieses Gerdusch iiber den gesamten Pazifik hinweg zu héren
war. Der Bloop ist um ein Mehrfaches lauter als der Blauwal, das — abgesehen von
Menschen mit Gitarrenverstarkern — lauteste bekannte Tier, klingt aber ansonsten
durchaus, als sei es von einem Lebewesen erzeugt. Christopher Fox, der bei der
NOAA zustdndige Forscher, hélt prinzipiell auch fiir moglich, dass das Blubbern
etwa durch in der Antarktis kalbende Eisberge verursacht wird. Fox neigt aber,
aufgrund der Struktur des Gerdusches und seiner Ahnlichkeit mit bekannten
Tierlauten, dennoch dazu, in der Tiefsee lebende, bislang nicht entdeckte Tiere fiir
die wahrscheinlichsten Urheber zu halten. Diese unbekannten Tiere miissten dann
allerdings, wegen der enormen Lautstdarke des Bloop, grofSer sein als das grofSte
bislang bekannte Tier, der Blauwal. Und weil riesige Unterwassermonster die
Phantasie kréftig anregen, kam der Bloop auch schon mehrfach in der
Unterhaltungsliteratur vor. Zum Beispiel in Frank Schédtzings Bestseller «Der
Schwarm», in dem der Bloop ein Kommunikationssignal einer tiefseebewohnenden
intelligenten Spezies ist. Weil der Bloop iiber ein weitgestreutes Netzwerk von



Messstationen verzeichnet wurde, konnte man aufgrund der unterschiedlichen
Laufzeiten der Schallwellen zu den einzelnen Stationen auch seine Quelle
einigermallen bestimmen. Sie liegt im Siidpazifik, nur einige hundert Seemeilen von
der von H. P. Lovecraft erfundenen und mit exakten Koordinaten versehenen Stadt
R’lyeh entfernt, in der die Gottheit Cthulhu schlafen soll. Mglicherweise ist der
Bloop also auch einfach nur gottliches Unterwasserschnarchen.

Eher unwahrscheinlich ist, dass der Bloop etwas mit dem ebenfalls in dieser
Gegend gelegenen «Pazifischen Pol der Unzugdnglichkeit» zu tun hat, also dem Ort
im Pazifik, der am weitesten vom Land entfernt ist. Obwohl natiirlich denkbar ist,
dass die postulierten Tiefseekreaturen einfach genauso viel Angst vor dem Land
haben wie wir vor der Tiefsee und sich deshalb dorthin gefliichtet haben.

Vielleicht gibt es auch einen Zusammenhang mit einer weiteren Sorte unerklarter
Tiefseelaute, den in den 1970er Jahren hdufiger von sowjetischen U-Boot-
Besatzungen berichteten sogenannten Quakern. Wenn diese U-Boote bestimmte
Regionen durchfuhren, wurden im umgebenden Meer manchmal Gerdusche hérbar,
die sich wie Froschquaken anhérten. Die Quellen der Gerdusche bewegten sich um
die U-Boote herum und waren fiir die Sonarortung unsichtbar. Die Gerdusche selbst
schienen sich zwar zu verdndern, wenn die U-Boot-Besatzungen per Sonar, also
durch eigenes Zuriick-Quaken, Kontakt aufzunehmen versuchten, aber eine
Unterhaltung kam nie in Gang. Ob die Gerduschverdnderungen tatsachlich
Reaktionen waren, ist umstritten.

Auch fiir diese Quaker gibt es keine allgemein akzeptierte Erklarung. Die
prosaischste ist, dass es sich um von Menschen — den USA oder der NATO —
gemachte Ortungsfahrzeuge gehandelt hat. Das scheint allerdings hochst fraglich,
denn zum einen schwammen die Quaker schneller als jedes bislang von Menschen
gemachte Unterwasserfahrzeug, und zum anderen konnte man erwarten, dass in den
vergangenen vierzig Jahren Details ans Licht gekommen wéren. Es gibt aber nach
wie vor keinen Hinweis auf entsprechende menschliche Geréte. Eine alternative
Erklarung ist, dass es sich um eine noch nicht beschriebene Spezies von
Meeressaugern handeln koénnte. Dafiir spricht, dass die Quaker sich offenbar
anhorten wie weibliche Killerwale beim Sex. Dagegen spricht allerdings, dass nur
ungefdhr ein Jahrzehnt lang gequakt wurde und jegliches Quaken dann eingestellt
wurde. Es miisste sich also um eine Spezies mit schnell wechselnden Moden
handeln, und von denen kennen wir bislang eigentlich nur eine: uns selbst. Und wir
konnen zwar quaken, aber wiederum nicht schnell genug um U-Boote
herumschwimmen. Das Ratsel bleibt.

Wenn man selbst ein bisschen mitraten will, kann man iibrigens unter der im
Anhang genannten URL den Kopf ins Internet halten und Upsweep, Julia und ihren
Freunden beim Quaken zuhoren.



zur Inhaltsiibersicht

Ubergewicht

— Ich dachte immer, wo eine Korrelation ist, ist auch ein Kausalzusammenhang. Dann habe ich einen
Statistikkurs belegt. Jetzt bin ich kliiger.

— Der Kurs hat also geholfen?

— Weil8 nicht. Vielleicht.

xkcd.com

Ubergewicht ist — anders als etwa Stringtheorie oder die Bekdmpfung des
Westlichen Maiswurzelbohrers — eins der Themen, zu denen praktisch jedermann
eine Meinung hat. Meist riihrt diese Meinung daher, dass der Diskussionsteilnehmer
selbst erfolgreich Gewicht verloren hat oder jemanden kennt oder von jemandem
gehort hat, dem das gelungen ist. Die Art seines Beitrags heildt in der Wissenschaft
«anekdotische Evidenz». Es geht um ein undokumentiertes Experiment mit einer
Stichprobe von 1, dessen Rahmenbedingungen nicht besonders genau festgelegt
sind: «Ich hatte ein paar Monate lang nur linksdrehenden ( — Rechts und links)
Lauch zum Abendessen, und wenn es alle so machen wiirden wie ich, gdbe es kein
Ubergewichtsproblem. So einfach ist das!» Diese Form der Argumentation ist —
zumindest fiir die Person, die das Argument vortragt — aulSerordentlich iiberzeugend,
aber gleichzeitig recht weit entfernt von dem, was man Wissenschaft nennt.

Wenn man wissenschaftlicher vorgehen wollte, miisste man mehrere Personen
betrachten, denn mit einer Stichprobe von 1 ist nicht gut forschen. Ideal wire es,
wenn man sicherstellen konnte, dass diese Personen an ihrem Leben wahrend dieser
Zeit sonst nichts dndern. Sie ersetzen das Abendessen durch linksdrehenden Lauch
und lassen ansonsten alles, wie es ist. Das ist allerdings nicht einfach. Jeder Mensch
unterliegt an jedem Tag seines Lebens unzdhligen Einfliissen, von denen die meisten
ihm nicht einmal bekannt sind. Vielleicht ist der Verfechter der linksdrehenden
Lauchtheorie im besagten Zeitraum umgezogen, und seine neue Wohnung liegt 500
Meter weiter von der U-Bahn entfernt. Vielleicht trinkt er seinen Friihstiickskaffee
aus einem neuen Plastikbecher, aus dem andere Chemikalien entweichen. Und
vielleicht ist der linksdrehende Lauch gar nicht niitzlich, sondern vollkommen egal,
und in Wirklichkeit hat das durch den Lauch ersetzte Abendessen lediglich
irgendeine besonders dickmachende Komponente enthalten.

Das sind Probleme, die nicht nur Privatpersonen betreffen. Auch
Ubergewichtsforscher haben Schwierigkeiten, Stérvariablen zu kontrollieren.
Eigentlich miisste man die Teilnehmer an Didtstudien einsperren, um sowohl ihre



Nahrungszufuhr als auch Umwelteinfliisse und sonstige Aktivitdten iiber ldngere
Zeitraume tiberwachen zu koénnen. Das ist nicht prinzipiell unméglich, aber sehr
teuer und bei den Versuchspersonen unbeliebt. Billiger — wenn auch kaum weniger
unbeliebt — ist das Einsperren und Kontrollieren von Versuchstieren. Allerdings
steht man dann wieder vor dem Problem, dass Tiere gerade in Fragen der
Korpergewichtsregulierung und des Fettstoffwechsels oft irritierend anders
funktionieren als der Mensch. Deshalb bestellt man menschliche Teilnehmer bei den
meisten Studien nur ab und zu ein und verlasst sich ansonsten darauf, dass sie sich
an die Regeln halten. Wer wdhrend der Studie jede Nacht eine ganze Pommesbude
leer gegessen hat, sollte das wenigstens ehrlich zu Protokoll geben. Nach allem, was
man iiber die Selbstbeherrschung des Menschen weils, iiber seine Ehrlichkeit in
Diatfragen, seine Fahigkeit, das eigene Essverhalten korrekt einzuschédtzen und seine
Bereitschaft, drztlichen Vorgaben zu folgen, zeigen solche Studien eher, was
passiert, wenn man versucht, einer bestimmten Didt oder Lebensweise zu folgen. Fiir
die Praxis schadet das nichts, denn die Endkunden werden es ja nicht anders halten,
aber fiir die Forschung ist es unpraktisch.

Selbst wenn die Versuchspersonen alle Regeln eines Experiments strikt befolgten,
hitten Ubergewichtsforscher es schwerer als andere Ernidhrungsforscher. Will man
etwas {iber den Nutzen von, sagen wir, Vitamin Y herausfinden, kann man der
Nahrung mehr Vitamin Y hinzufiigen und zum Vergleich eine Kontrollgruppe
beobachten, die kein zusédtzliches Vitamin Y bekommt ( —» Erndhrung). Will man
aber herausfinden, welche Auswirkungen Kohlenhydrate, Fett oder
Kalorienreduktion auf den Menschen haben, dann muss man dafiir sorgen, dass die
Versuchspersonen abgesehen von der untersuchten Variable dasselbe essen wie eine
Kontrollgruppe. Das Problem dabei: Anders als das erfundene Vitamin Y machen
Kohlenhydrate und Fett einen groffen Anteil unserer Nahrung aus. Man kann sie
nicht einfach streichen, sondern muss sie durch etwas anderes ersetzen.

Das macht aus fettarmer Erndhrung in der Praxis automatisch
kohlenhydratreichere, aus kohlenhydratarmer Erndhrung fettreichere. Und wenn es
tatsdchlich gelingt, einen dieser Anteile exakt konstant zu halten, den anderen aber
restlos wegzulassen, ist wiederum unklar, ob das Weglassen einer bestimmten
Komponente oder die allgemeine Kalorienreduktion Ursache der Gewichtsabnahme
sind. Wenn man, wie es einige Forscher tun, davon ausgeht, dass es Fette und
Kohlenhydrate ganz unterschiedlich dickmachender Art gibt, wird alles noch
komplizierter. Auch wer anfdngt, Sport zu treiben, wird nebenbei vermutlich etwas
an seiner Erndhrung d@ndern — sei es, weil er fitter sein mochte und deshalb weniger
Bier trinkt, sei es, weil er beim Sport mehr Limonade in sich hineinschiittet oder
hinterher HeilShunger auf Pizza verspiirt.

Es ist, kurz gesagt, so gut wie unmoglich, nur einen einzigen Faktor der
Lebensweise zu verdndern und nicht gleichzeitig noch zehn andere. Das fiihrt dazu,
dass man aus vielen Erndhrungsstudien alles Mogliche sowie dessen Gegenteil



herauslesen kann — und in der Folge zu allgemeiner Zerstrittenheit der
Ubergewichtsbranche. Im Zusammenspiel mit dem dringenden Wunsch der
Offentlichkeit, zu erfahren, wie man diinn wird, entstehen so wechselnde
Empfehlungsmoden. In den 1930er Jahren verordnete man iibergewichtigen
Patienten noch Bettruhe, ab den 1960er Jahren galt fettarme und kohlenhydratreiche
Erndhrung als 16blich, in den 1970er Jahren kam die Empfehlung hinzu, zum
Abnehmen moglichst viel Sport zu treiben, und seit der Jahrtausendwende haben
wieder die kohlenhydratarmen («Low Carb») Didten Konjunktur.

Alle diese Empfehlungen sind heftig umstritten. Der Nutzen von Sport beim
Abnehmen liel§ sich bisher so wenig belegen, dass empfehlungsveréffentlichende
Stellen wie das Bundesministerium fiir Gesundheit mittlerweile nur noch die
allgemeinen Gesundheitsvorteile des Spazierengehens und Treppensteigens
herausstreichen. Ein Hauptstreitthema ist die Frage, ob Low-Fat-Didten besser sind
als Low-Carb-Didten oder ob die Details egal sind und es nur auf die
Kalorienreduktion ankommt. Ebenfalls umstritten ist die «calories in, calories out»-
Hypothese, die besagt, dass der Korper iiberschiissige Kalorien unbarmherzig und
vollstdndig in Fettpolster umwandelt. Ihre Gegner vertreten die These, dass
Gewichtszu- und -abnahme hormonell geregelt werden und dem Korper selbst groSe
Schwankungen der Kalorienzufuhr weitgehend egal sind. Jedenfalls, solange die
verzehrten Lebensmittel nicht seine Hormonregulation durcheinanderbringen.
(Welche Lebensmittel das tun, man errét es, ist umstritten.)

Umstritten ist auch, ob die Antworten auf diese Fragen in der Praxis irgendwelche
Auswirkungen haben. Bisher ist jedenfalls noch kein Mittel gefunden worden, das in
Didtexperimenten zu nennenswertem oder gar langer anhaltendem Gewichtsverlust
fiihrt. Eine 2007 erschienene Arbeit der Psychologinnen Traci Mann und
Kolleginnen kommt zu dem Ergebnis, dass alle bekannten Methoden zur
Gewichtsabnahme langfristig wirkungslos sind. Fiir die Verdffentlichung wurden 31
Studien ausgewertet, die jeweils einen Beobachtungszeitraum von zwei bis fiinf
Jahren umfassten. Abschlielfend schreiben die Autorinnen: «Es ist klar, dass Didten
bei den meisten Menschen nicht zu dauerhaftem Gewichtsverlust fithren, weitere
Untersuchungen der Auswirkungen von Didten auf das Kérpergewicht sind nicht
notig. Die Forderung nach griindlicheren Studien wirkt wenig zielfiihrend, denn
bekanntlich geht bei Didtstudien <ein griindlicheres methodisches Vorgehen mit
geringerem Erfolg einher. (...) Wir gehen weder davon aus, dass weitere
Untersuchungen existierender Didten zu einer anderen Einschdtzung der Lage fiihren
werden, noch glauben wir an das Auftauchen einer neuen Didt mit giinstigeren
Ergebnissen.»

Traci Mann bemadngelt die methodischen Defizite der meisten Didtstudien, die
Diédten erfolgreicher aussehen lassen, als sie tatsdchlich sind. Erstens verlassen sich
viele Studien auf die Aussagen der Teilnehmer, anstatt nachzuwiegen. Zweitens



werden oft die Didtabbrecher im Ergebnis nicht beriicksichtigt; am Ende der Studien
schrumpft die Teilnehmerzahl im Schnitt auf ein Drittel, und gerade bei den
Abbrechern fruchtet die Didt vermutlich am wenigsten. Drittens betrachten die
meisten Studien nur die ersten Monate einer Didt, in denen einige Teilnehmer
tatsdchlich bis zu zehn Prozent ihres Korpergewichts verlieren. Schon kurze Zeit
spater ist von diesem Erfolg aber nichts mehr zu sehen, und ein bis zwei Drittel der
Studienteilnehmer wiegen mehr als vor Beginn der Diédt. Unabhédngig vom Didterfolg
liel§ sich den ausgewerteten Studien kein nennenswerter Vorteil fiir die Gesundheit
entnehmen; im Gegenteil sieht es derzeit so aus, als seien starke
Gewichtsschwankungen ein Risikofaktor fiir diverse Erkrankungen. Auch Aufkleber
mit Kalorienhinweisen fiihren nicht zu messbaren Verhaltensdnderungen, und der
Erfolg von Abspeckprogrammen fiir iibergewichtige Kinder ist ebenso wenig belegt
wie bei Erwachsenen. Aullerdem werden diese Programme als Ausldser spaterer
Essstérungen kritisiert.

Dieses ungewohnlich trostlose Verhdltnis von Anstrengung und Erfolg fiihrt viele
Forscher dazu, die Grundannahmen zu hinterfragen. Sind Bewegungsmangel und ein
Uberfluss an kalorienreichen Nahrungsmitteln iiberhaupt die wesentliche Ursache
des Ubergewichts? Tatséchlich ist ein kausaler Zusammenhang schwer
nachzuweisen. Das hat zum einen mit dem oben beschriebenen Problem zu tun:
Menschen dndern nie nur einen einzigen Aspekt ihres Verhaltens. Zum anderen
kommt hier ein Satz ins Spiel, den eigentlich jeder Forscher und
Wissenschaftsjournalist als Kreuzstichstickerei {iber seinen Schreibtisch hdangen
sollte: «Korrelation ist nicht gleich Kausalitdt.» Wenn zwei Dinge, nennen wir sie A
und B, gleichzeitig auftreten, bedeutet das noch lange nicht, dass A die Ursache fiir
B ist. Ebenso gut kénnte B die Ursache von A sein, beide konnten aber auch von
einer ganz anderen Ursache C ausgeldst werden. Vielleicht wird auch nur A von C
ausgelost, hinter B steckt ein viertes Phanomen D, wobei C und D wieder in
irgendeinem Zusammenhang stehen und so weiter. Es ldsst sich leicht zeigen, dass
das Durchschnittsgewicht der Menschen in den Industrieldandern zeitgleich mit der
Verbreitung von Autos, Snacks und Rolltreppen gestiegen ist. Aber das beweist
nicht, dass Autos, Snacks und Rolltreppen tatsidchlich die Ursache des Ubergewichts
sind.

Es mangelt daher nicht an anderen Erkldarungen. So hdangen etwa Schlafmangel
und Ubergewicht zusammen, und das nicht nur, weil Dicke schlechter schlafen oder
weil man im Schlaf nicht essen kann. Offenbar bringt Schlafmangel den Spiegel der
appetitregulierenden Hormone Leptin und Ghrelin durcheinander, sodass sich
Unausgeschlafene hungriger fiihlen. Einer anderen Theorie zufolge tragen
Heizungen und Klimaanlagen einen Teil der Schuld. In zu kalten oder zu warmen
Umgebungen verbraucht der Kérper mehr Energie als in den gemiitlich temperierten
R&dumen, in denen wir einen Grof3teil unserer Zeit verbringen. Einfliisse im
Mutterleib kénnten ebenso eine Rolle spielen wie die groflere Vermehrungsfreude



Ubergewichtiger, der Einfluss dickmachender Medikamente, das steigende Alter von
Miittern sowie der Hang Ubergewichtiger, sich zur Fortpflanzung mit anderen
Ubergewichtigen zusammenzutun.

2006 stellte sich heraus, dass die Zusammensetzung unserer Darmflora einen
wesentlichen Einfluss darauf hat, wie viele Kalorien aus der Nahrung herausgeholt
werden; diinne Méause wurden dick, nachdem man ihnen im Rahmen eines
Experiments die Darmflora dicker Mause transplantierte. Je nach Besiedlung des
Darms konnen Darmbakterien die eigentlich fiir den Menschen unverdaulichen
Ballaststoffe nutzbar machen. Der «Kaloriengehalt» von Nahrungsmitteln hinge
damit nicht nur davon ab, was man isst, sondern auch von der Art der
Darmbesiedlung. Der Neurobiologe Frederick vom Saal hingegen hilt Ubergewicht
fiir eine zivilisatorische Vergiftungserscheinung. Schuld ist seiner Theorie zufolge
nicht individuelles Fehlverhalten, sondern der Einfluss bestimmter Chemikalien aus
der Umwelt, allen voran Bisphenol A, die auf den Stoffwechsel wie Hormone wirken
und zur Gewichtszunahme fiihren. Und auch fiir die Theorie, dass Virusinfektionen
zumindest in manchen Fallen eine Rolle spielen, sind seit den 1990er Jahren einige
Belege aufgetaucht. Ubergewichtige haben etwa dreimal so oft wie Diinne eine
Infektion mit einem bestimmten Adenovirus hinter sich. Fiir alternative
Erklarungsmodelle spricht auch, dass das durchschnittliche Kérpergewicht vieler in
den Industrieldndern lebender Sdugetiere in den vergangenen Jahrzehnten gestiegen
ist.

Die Berichterstattung iiber solche Alternativtheorien endet meistens mit einem
Absatz, in dem Forscher die Sorge dulern, Laien wiirden sich noch weniger vom
Sofa wegbewegen und noch mehr Kartoffelchips in sich hineinstopfen, wenn sie von
diesen Forschungsergebnissen wiissten. Dahinter steckt eine grundsatzliche Frage
staatlicher Fiirsorglichkeit: Soll man die Biirger ehrlich iiber den Stand der
Forschung aufkldren und sich mit Empfehlungen so lange zuriickhalten, bis deren
Nutzen einwandfrei belegt ist? Oder schubst man sie lieber schon mal in Richtung
bestimmter Verhaltensweisen, die wahrscheinlich nicht schaden, auch wenn das
bedeutet, dass man mit den Fakten etwas grofSziigiger umgehen muss? Der Nachteil
der zweiten Option: Solange die Faktenlage derart unzuldnglich ist, weils man eben
nicht, ob eine Empfehlung nicht doch Schaden anrichtet. Kritiker der Low-Fat-
Empfehlungswelle sind der Ansicht, dass gerade diese Empfehlungen seit den
1970er Jahren zum erhéhten Konsum von Kohlenhydraten gefiihrt und damit noch
mehr Ubergewicht, Diabetes und Bluthochdruck verursacht haben. Und Lebensmittel
mit der Aufschrift «kalorienarm» oder «fettarm» beruhigen das Gewissen offenbar
so sehr, dass die Kdufer insgesamt mehr essen. Man hat es nicht leicht als Staat.

Andere Forscher bezweifeln, dass das Ubergewichtsproblem iiberhaupt existiert.
Der Politikwissenschaftler Eric Oliver argumentiert in seinem 2006 erschienenen
Buch «Fat Politics», die «Ubergewichtsepidemie» sei ein Produkt aus moralischer



Emporung, windigen Statistiken und den finanziellen Interessen von Forschern,
Didtanbietern und Pharmaunternehmen. Didten und Untergewicht seien
gesundheitsschidlicher als Ubergewicht, und iiberhaupt sei der Hauptgrund fiir die
wachsende Hysterie die Tatsache, dass die Schwelle, ab der jemand offiziell als
tibergewichtig gilt, seit den 1980er Jahren mehrfach gesenkt wurde.

Diese Schwelle liegt in Deutschland momentan bei einem Body-Mass-Index
(BMI) von 25 fiir Ubergewicht und einem BMI von 30 fiir Adipositas (Fettsucht),
wobei keiner dieser Werte sich unmittelbar mit einem gestiegenen Krankheitsrisiko
in Verbindung bringen ldsst. Das ist auch gar nicht die Aufgabe des BMI, der das
Korpergewicht in Relation zur KérpergrofSe misst und urspriinglich aus der
Versicherungsmathematik stammt — er soll lediglich die statistische Einsortierung in
die Kategorien «Untergewicht», «Normalgewicht» und «Ubergewicht» erméglichen.
Er hat den Vorteil, dass er leicht zu errechnen ist, und den Nachteil, dass er hdufig
irrefithrende Ergebnisse erbringt, zum Beispiel bei Sportlern, Kindern, alten und
kranken Menschen. Tatsdchlich sieht es derzeit eher so aus, als lebten Menschen mit
leichtem Ubergewicht — das heifSt einem BMI um 27 — am lingsten und am
gesiindesten.

Die meisten Kritiker der Ubergewichtsdiskussion streiten nicht ab, dass
Zivilisationskrankheiten wie Diabetes auf dem Vormarsch sind und bei Dicken
hdufiger vorkommen als bei Diinnen. Sie plddieren lediglich dafiir, auch hier
Korrelation und Kausalitdt auseinanderzuhalten. Eric Oliver schreibt: «Nach dem
bisherigen Stand der Forschung ist es ungefihr so sinnvoll, im Ubergewicht den
Verursacher von Herzkrankheiten, Krebs und anderen Krankheiten zu sehen, als
hielte man verrauchte Kleidung, gelbe Zahne oder schlechten Atem fiir die Ursache
von Lungenkrebs. Man verwechselt eine Begleiterscheinung mit der
zugrundeliegenden Ursache.»

Neue Forschungsergebnisse bringen nicht unbedingt mehr Licht in die Sache.
2010 tauchten mehrere Studien auf, denen zu entnehmen war, dass der Anteil der
Ubergewichtigen in den USA allen alarmierenden Medienberichten zum Trotz in den
letzten zehn Jahren gar nicht weiter gestiegen ist. Das ist aber noch kein Grund, an
der Wissenschaft zu zweifeln oder gar zu verzweifeln. Sie hat schon ganz andere
Probleme bewiltigt, beispielsweise wissen wir seit 2010 endlich ganz genau, wie
Katzen beim Trinken die Zunge bewegen. Manchmal dauert der
Erkenntnisfortschritt eben etwas ldanger.



zur Inhaltsiibersicht

Walkrebs

Scientists are very good at giving mice cancer.
Christopher Wanjek

Die meisten Paradoxa sind wie Katzengold: Von weitem schimmern sie wie echtes
Unwissen, sieht man sie sich jedoch genauer an, stellt man fest, dass man es nur mit
einem ldngst geldsten Scheinproblem zu tun hat. Aber manche Paradoxa sind doch
verwertbar, zum Beispiel «Petos Paradoxon», benannt nach dem englischen
Epidemiologen Sir Richard Peto, einem der meistzitierten Mediziner der Welt. Kurz
gesagt geht es dabei um die Frage, warum Wale und andere grofle Sdugetiere so
iberraschend selten Krebs bekommen.

Bosartige Tumore, auch Krebs genannt, entstehen, wenn eine anstdndige Zelle im
Korper kaputtgeht und sich in ein rabiates Ding verwandelt, das sich unkontrolliert
vermehrt. Dieser eine Satz fasst die gesamte Geschichte zwar einigermalien korrekt
zusammen, ist aber in fast jedem Detail erklarungsbediirftig. Dazu spater mehr.
Petos Paradoxon ergibt sich aus der Diskrepanz zwischen einer naiven
Erwartungshaltung und der Realitdt. Nimmt man an, dass die Wahrscheinlichkeit fiir
eine solche Umwandlung bei jeder Zelle zu jedem Zeitpunkt gleich ist und das
Krebswachstum immer auf die gleiche Weise funktioniert, dann sollten
Krebserkrankungen mit zunehmendem Alter immer hdufiger werden. Genau so ist es
auch.

AuBerdem sollten grolle Lebewesen, die aus vielen Zellen bestehen, hdaufiger
Krebs bekommen als kleine. Ein mittelgroSer Hund ist etwa 1000-mal groéfer als
eine Maus, ein Mensch etwa 3000-mal und ein Blauwal sechs Millionen Mal. Wenn
die naive Vorhersage wirklich stimmt, dann miissten Wale so oft Krebs haben wie
wir Schnupfen, was nicht der Fall zu sein scheint. Krebs gibt es zwar bei vermutlich
allen Tieren, aber die Haufigkeit hdangt nicht vom Volumen des Tieres ab — Petos
unerklértes Paradoxon.

Stimmt eine Vorhersage nicht mit den Messwerten iiberein, ist entweder die
Vorhersage falsch oder die Messwerte. Oder beides. Die zur Verfiigung stehenden
Daten iiber Krebs bei Tieren sind schon mal ziemlich diirftig. Es mangelt an
systematischen Studien, stattdessen gibt es jede Menge anekdotische Berichte iiber
Tumore bei den unterschiedlichsten Tieren. Beschrdankt man sich auf Sdugetiere,
dann reicht das Spektrum vom Opossum iiber Schneeleoparden, Ratten,



Murmeltiere, Seeléwen bis zu diversen Delphin- und Walarten.

Wie oft diese ganzen Wesen an Krebs erkranken, ist mit solchen Fallberichten
schwer herauszufinden. Tiere sind meistens schlecht versichert und kénnen sich
daher keine Vorsorgeuntersuchungen leisten. Wir erfahren daher nur dann von
Tumoren bei Tieren, wenn sie daran sterben, was ziemlich oft geschieht, weil sie
sich ndmlich auch keine Therapie leisten konnen. Der Anteil der Tiere, der an Krebs
stirbt, variiert stark, hdngt aber ganz offensichtlich nicht entscheidend von der
Korpergrélle ab. Zum Beispiel sterben die meisten Mduse an Krebs, dagegen sind die
nicht wesentlich groeren Nacktmulle fast krebsfrei. Auch bei groReren Tieren
findet man grofle Schwankungen; in einer Gruppe von schwedischen Rehen starben 2
Prozent an Krebs, bei Hunden 20 Prozent und in Populationen tasmanischer
Beutelteufel bis zu 80 Prozent. Zum Vergleich: Etwa ein Viertel bis ein Drittel aller
Menschen handelt sich im Laufe des Lebens irgendeine Art Krebs ein. Die hohe Zahl
krebskranker Beutelteufel ist immerhin erkldrbar: Die Beutelteufel werden seit den
1990er Jahren von einem speziellen Gesichtstumor heimgesucht, der nicht nur
todlich, sondern auch ansteckend ist und auerdem extrem hésslich aussieht.

Verglichen mit der Untersuchung anderer Tierarten steht die Walkrebsforschung
auf soliden Fiilen. Gut erforscht sind zum Beispiel die Todesursachen bei einer
Gruppe von Beluga-Walen, die im Sankt-Lorenz-Strom in Ostkanada wohnt. Bei
ihnen liegt das Krebsrisiko pro Organismus offenbar im selben Bereich wie bei
Menschen, allerdings kénnte das damit zu tun haben, dass diese Belugas in Wasser
herumschwimmen, das iiberméaRig stark durch die Abwasser von Industrie und
Landwirtschaft belastet ist — die Passivraucher unter den Walen.

In allen anderen Walpopulationen scheint Krebs deutlich seltener vorzukommen;
unter den toten Walen, die weltweit an Land gespiilt werden, finden sich nur wenige,
bei denen Krebs die Todesursache war. Seziert man Wale, die auf andere Weise
gestorben sind, etwa weil pl6tzlich eine Harpune in ihrem Leib auftauchte, so findet
man ebenfalls kaum Tumore. Zugegeben, diese Daten sind nicht ideal, aber
zumindest aussagekraftig genug, um auszuschlielSen, dass todbringende Tumore bei
Walen deutlich hiaufiger vorkommen als bei viel kleineren Tieren.

Elefanten, Nashorner, Lowen oder Tiger sind zwar nicht ganz so grol$ wie Wale,
werden dafiir aber viel hdufiger untersucht, insbesondere weil man sie einfacher als
Wale in Zoos halten kann. Der amerikanische Biologe John D. Nagy und seine
Kollegen durchsuchten im Jahr 2007 alle tiermedizinischen Publikationen und
fanden nur sehr wenige dokumentierte Falle von Krebs bei diesen Tieren (ein
Dutzend oder weniger pro Art). Man kann aus solchen anekdotischen Berichten zwar
keine harten Zahlen ableiten. Doch Elefanten wiegen immerhin 4000 Kilogramm,
50-mal mehr als Menschen. Wir suchen also nach einem gewaltigen Effekt, nicht
nur nach irgendwelchen Abweichungen in der dritten Stelle nach dem Komma.
Wenn das Krebsvorkommen wirklich mit der Kérpergrélie zundhme, wére das
aufgefallen. Oder etwas genauer: Wenn das Krebsrisiko fiir einen Klumpen



Tierzellen immer gleich grol wére, dann miissten mindestens 96 Prozent aller
Elefanten im Laufe ihres Lebens Krebs kriegen. Fiir Leute, die es mit der
Prozentrechnung nicht so genau nehmen: eigentlich fast alle.

Eine ganze Reihe trivialer Losungsvorschldge fiir Petos Paradoxon sind ziemlich
sicher falsch. So sind manche Tiere weniger Umweltgiften ausgesetzt als andere.
AuBerdem sind bestimmte Gewebearten wie Knorpel weniger anféllig fiir Krebs. Der
Knorpelanteil wiederum ist nicht in jedem Tier gleich. Diese Umstdnde helfen zwar,
die Unterschiede im Krebsrisiko zu erkldren, aber sie reichen bei weitem nicht aus,
um den riesigen Effekt zu produzieren, den man erwarten sollte, und damit Petos
Paradoxon aufzulsen.

Stattdessen muss man sich wohl genauer ansehen, wie Krebs entsteht. Alle Zellen
in unserem Korper enthalten ein Programm mit genauen Instruktionen, wie sie sich
zu verhalten haben — den genetischen Code. Sie vermehren sich wie
Pantoffeltierchen durch Teilung. Bei jeder Teilung wird der genetische Code einmal
abgeschrieben, damit jede der beiden neuen Zellen eine Kopie mitnehmen kann.
Dieser Kopiervorgang ist nicht hundertprozentig fehlerfrei, bei jeder Zellteilung
verdndert sich der Code ein kleines bisschen. Aullerdem werden die Gene immer mal
beschadigt, zum Beispiel durch den Einfluss von UV-Strahlung oder bestimmte
Chemikalien.

Diese Verdnderungen im genetischen Programm, Mutationen genannt, sind die
Voraussetzung fiir die Evolution: Ab und zu entsteht dadurch ein Lebewesen mit
einem besonderen Feature, das besser mit der Welt klarkommt als seine Kollegen
und mehr Nachkommen erzeugt. Ohne diesen Prozess wiirde es den Blauwal, die
Spitzmaus und den Beutelteufel gar nicht erst geben. Die meisten Mutationen sind
allerdings nicht vorteilhaft, und manche sind eindeutig ein Problem. Die
Umwandlung einer normalen Zelle in eine Tumorzelle beruht auf einer Serie von
ungiinstigen Mutationen. Krebs ist der Preis, den Lebewesen fiir die Evolution
bezahlen miissen.

Mit diesen Kenntnissen bewaffnet, kann man sich mehrere neue Erklarungen fiir
Petos Paradoxon ausdenken. Vielleicht kommen Mutationen bei grofSen Tieren
einfach seltener vor als bei kleinen — die Fehlerquote beim Abschreiben des
Gencodes widre demnach geringer. Ausschliefen kann man das wohl nicht, dazu ist
die Datenbasis zu diirftig. Bei Labormdusen und Menschen, den beiden am besten
untersuchten Sdugetierarten, sind die Mutationsraten allerdings schon mal dhnlich,
was der Erkldarung ein wenig den Boden unter den Fiillen wegzieht. Eine andere
Variante: Die Anzahl der Mutationen, die fiir die Entstehung einer Krebszelle
erforderlich ist, konnte von der KorpergrofSe abhdngen. Vielleicht muss man bei
einer Mauszelle nur an ganz wenigen Stellen den Gencode umbauen, um sie in eine
Tumorzelle zu verwandeln, bei einem Wal dagegen an deutlich mehr Stellen. Auch
das ein plausibler Ansatz, aber wenn das so ware, miisste man wieder im Mensch-



Maus-Vergleich Unterschiede sehen, was nicht der Fall ist.

Zellen sind der Evolution und damit auch der Tumorbildung nicht hilflos
ausgeliefert. Sie verfiigen iiber ein Arsenal an Techniken, um den genetischen Code
zu reparieren und sich vor den Folgen fehlerhafter Kopien zu schiitzen. Vermutlich
funktionieren diese Mechanismen auf irgendeine Weise bei groen Tieren besser als
bei kleinen. In diesem Zusammenhang sollte man sich eventuell das Wort
«Telomerase» merken, womdglich der Schliissel zur Lésung von Petos Paradoxon.

Gesunde Zellen teilen sich nicht, wie sie gerade lustig sind, sondern nur, wenn
man ihnen die Erlaubnis dazu gibt. Zellen kommunizieren untereinander iiber eine
Art Internet auf der Basis von bestimmten Molekiilen, die unter anderem die Zelle
zur Teilung ermutigen oder davon abraten. Tumorzellen ignorieren diese
Nachrichten weitestgehend und pflanzen sich einfach immer weiter fort.

Auch ganz ohne Internet horen Zellen irgendwann mit der Fortpflanzung auf, bei
Menschen etwa so nach 60 bis 70 Teilungen, wovon die Forschung erst seit 50
Jahren weil3. Vorher nahm man allgemein an, Zellen seien unsterblich. Aber woher
wissen die Zellen, wann sie mit dem Teilen aufhtren sollen? Falls diese Frage je im
Pub-Quiz vorkommt, was nicht sehr wahrscheinlich ist, dann lautet die Antwort:
«Verkiirzung der Telomere.» Der genetische Code ist in langen Molekiilstrdngen
gespeichert, die Chromosomen heillen und von denen es in jeder Zelle eine grélere
Anzahl gibt, beim Menschen sind es 46. Bei jeder Zellteilung gehen die Enden der
Chromosomen, die man Telomere nennt, kaputt. Irgendwann ist das Chromosom
unbrauchbar, und die Zelle gibt auf.

Manche Zellen kénnen ihre Chromosomen reparieren, und zwar, indem sie
einfach neue Teile an den genetischen Code anbauen. Telomerase heil$t das Enzym,
das diesen Prozess bewerkstelligt. Telomerase verldngert das Leben von Zellen
erheblich, erh6ht aber auch das Risiko, dass Zellen sich unkontrolliert vermehren.
Tumorzellen finden Telomerase jedenfalls super und sind daher praktisch
unsterblich, jedenfalls bis der Onkologe kommt und sie rausschneidet. Beim
Menschen findet diese Art der Chromosomreparatur eigentlich nur in Ei- und
Samenzellen statt. Mduse hingegen betreiben das auch in normalen Koérperzellen.
Vor kurzem fand eine amerikanische Forschergruppe heraus, dass das Auftreten von
Telomerase sich mit der Kérpergrof3e von Tieren verdandert. Vereinfacht gesagt: Bei
kleinen Tieren werden die Chromosomen repariert, bei grofSen nicht. Aha, konnte
man sagen, kriegen deshalb grofe Tiere vielleicht keinen Krebs? Leider befasst sich
die Studie nur mit Nagetieren. Ob man auf dhnliche Weise auch das
Walkrebsproblem erkldren kann, sei dahingestellt. Interessant ist das Ergebnis
allemal.

Moglicherweise liegt die Antwort nicht in der Entstehung des Krebses, sondern in
seiner Wirkung, die entscheidend von der Gréle und dem Wohnort des Tumors
abhdngt. Abgesehen davon, dass sie gesunde Zellen zerstéren und dadurch
irgendwann Organe davon abhalten, ihren ordnungsgeméfen Geschéften



nachzugehen, erzeugen Tumore oft Platzprobleme im Koérper. Wale haben zum einen
sehr grofle Organe und zum anderen sehr viel Platz im Leib. Der Tumor muss daher
erhebliche Ausmale annehmen, um den Wal umzubringen. Uber einen erbsengroRen
Tumor, der fiir eine Maus todlich sein kann, wiirde ein Wal nur lachen — oder das
tun, was bei Walen dem Lachen entspricht.

Man koénnte leichtfertig annehmen, dass bosartige Tumore einfach immer weiter
wachsen, bis das Krankenhausbett wieder frei ist, aber das muss nicht unbedingt so
sein. Vielleicht gilt das bis zu einer bestimmten Grenze, und dann héren sie mit dem
Quatsch auf. Ein Problem, das fiir den wachsenden Tumor immer gréfer wird, ist die
Versorgung mit Nahrstoffen. Fiir alle seine Zellen muss er eine Infrastruktur aus
BlutgefdlSen aufbauen, so wie ein neues Industriegebiet auch nur funktioniert, wenn
es eine Anbindung an das Strallen- oder Schienennetz hat. Um dieses Ziel zu
erreichen, senden Tumorzellen Botschaften an das Zellinternet, die in Zellsprache
ungefdhr «Will mehr Blut!» lauten.

Der schon erwdhnte John Nagy und seine Kollegen haben das Wachstum von
Tumoren in aufwendigen Computermodellen simuliert. Sie stellten fest, dass ihre
virtuellen Tumorzellen manchmal damit aufhorten, den Bau neuer Blutgefal3e
anzuregen, und sich lieber voll und ganz auf die Fortpflanzung konzentrierten. Es
handelt sich dabei ganz klar um einen Fall von Betrug — dieser sogenannte
Hypertumor will zwar immer weiter wachsen, aber den Preis nicht bezahlen. Er
erndhrt sich von den BlutgefdlSen, die der restliche Tumor angelegt hat. Weil die
normalen Tumorzellen so jedoch weniger Nahrstoffe zur Verfiigung haben,
verhungert der gesamte Tumor irgendwann.

Nagy und Co. haben diesen Prozess fiir Tiere verschiedener Gréfle simuliert, unter
anderem fiir Rehe, Menschen und Blauwale. Insgesamt sahen sie am Computer 1000
Tumoren pro Tierart beim Wachsen zu. Die Uberraschung: Hypertumore tauchten
haufiger bei groflen Tieren auf als bei kleinen. Wahrend die kleinen Kreaturen an
ihrem Krebs zugrunde gingen, iiberlebten die meisten Wale — jedenfalls im
Computermodell. Wenn sich das Modell auf die Wirklichkeit tibertragen liel3e,
hitten Wale zwar immer wieder mal Krebs, aber sie wiirden daran nicht sterben.
Oder anders ausgedriickt: Krebs wire fiir Wale wirklich so was wie Schnupfen fiir
uns. Sie haben dauernd Krebs, aber die Folgen sind harmlos, und wir bekommen
nichts davon mit. Wir wiirden die Waltumore erst sehen, wenn wir eine grollere
Gruppe Wale regelmilSig zur Computertomographie schicken.

Eine Weile hielt sich das Geriicht, dass Haie {iberhaupt keinen Krebs kriegen. Das
stimmt zwar nicht, es gibt anekdotische Berichte iiber Tumore bei Haien, genau wie
bei so vielen anderen Tieren. Trotzdem schrieb der zwielichtige William Lane in den
1990er Jahren gleich zwei Biicher {iber das Nichtvorhandensein von Haikrebs, mit
den originellen Titeln «Sharks Don’t Get Cancer» und «Sharks Still Don’t Get
Cancer». Die Biicher wurden zu Bestsellern. Lane und andere fingen damit an,



Haiknorpelpillen zur Krebstherapie zu verkaufen, und verdienten damit Millionen,
obwohl es keinerlei ernsthafte Hinweise darauf gibt, dass die Pillen irgendwas gegen
Krebs ausrichten. Fiir diesen vollkommenen Blédsinn wurden Millionen Haie
getotet, was beweist, dass ein niedriges Krebsrisiko nicht immer nur Vorteile hat.



zur Inhaltsiibersicht

Wissen

Bertie Wooster: «You bloody well are informed, Jeeves! Do you know everything ?»
Jeeves: «I really don’t know, sir.»
P. G. Wodehouse: «Jeeves and Wooster»

Wenn man ein «Lexikon des Unwissens» schreibt beziehungsweise liest, dann geht
man eigentlich davon aus, dass es zumindest eine klare Vorstellung davon gibt, was
Wissen ist, was Unwissen ist und was beides voneinander unterscheidet. Leider ist
das gar nicht so. Aulerdem gibt es keinen Konsens dariiber, ob der Mensch
tiberhaupt zu Wissen iiber die Welt gelangen kann und, wenn ja, wie das
funktionieren soll. Nebenbei bemerkt, selbst wenn wir so einen Konsens hétten, ware
nicht unmittelbar klar, ob er auch stimmt. Die Tatsache, dass der Begriff «Wissen»
selbst Unwissen ist, bringt zwar das gesamte Konzept eines solchen Lexikons ins
Wanken. Aber es hilft ja nichts.

Es geht damit los, dass wir nicht wirklich wissen, was dieses Wissen sein soll, von
dem die ganze Zeit die Rede ist. Die Mindestanforderung an Wissen, so liest man in
praktisch jedem Einfiihrungstext zu diesem Thema, besteht in einem «begriindeten
wahren Glauben» (oder kurz JTB fiir «justified true belief»). Alle Teile in dieser
Definition sind erkldarungsbediirftig. Fangen wir mit dem Wort «wahr» an: Das
Kriterium sagt, dass wir davon sprechen kénnen, etwas zu wissen, wenn dieses
Etwas tatsdchlich wahr ist. Die Aussage «Der Mond besteht aus Altmetall» zum
Beispiel wiirde in dieser Sichtweise nicht als Wissen durchgehen, weil sie unwahr
ist.

Aber schon dieses Wahrheitskriterium funktioniert eigentlich nicht. Das
Kriterium setzt voraus, dass wir schon wissen, dass der Mond eben nicht aus
Altmetall besteht. Man setzt also voraus, dass wir iiber den Wahrheitsgehalt der
Aussage bereits Bescheid wissen; aber um dahin zu kommen, brauchte man erst mal
eine Ahnung, was dieses «Wissen» eigentlich bedeutet — ein klassischer
Zirkelschluss. Alternativ konnte man Wissen auch so definieren: Wenn ich glaube,
dass der Mond aus Altmetall besteht, und aulSerdem glaube, dies begriinden zu
koénnen, dann bin ich befugt zu sagen, dass ich iiber die Beschaffenheit des Mondes
Bescheid weill — egal, ob der Mond jetzt aus Altmetall besteht oder doch aus
Magerquark.

Diese zweite Definition kommt unter anderem in den Naturwissenschaften (und



fast tiberall in diesem Buch) zum Einsatz. Nur ein Test: «Ptolemdus wusste, dass
sich die Sonne um die Erde dreht» — klingt das seltsam oder nicht? Ganz eindeutig
vertragt es sich mit der zweiten Definition von Wissen, aber nicht mit der
Wahrheitsbedingung, denn, davon sind wir heute {iberzeugt, Ptolemédus’ Weltbild
war falsch. Was vermutlich auch fiir die Theorien gilt, die Naturwissenschaftler
heute iiber die Welt haben — warum sollten ausgerechnet wir die Generation sein, die
alles richtig macht? Bisher hat sich nach einiger Zeit noch jede
naturwissenschaftliche Theorie als falsch herausgestellt. Man kénnte einwenden, die
aktuellen Theorien seien doch zumindest weniger falsch als die der Vergangenheit,
aber um das beurteilen zu kénnen, miisste man schon wissen, was richtig ist. Oft
genug war die Naturwissenschaft auch einfach ein paar Jahrhunderte auf dem vollig
falschen Dampfer und nicht wenigstens in der richtigen Richtung unterwegs. Setzt
man wirklich « Wahrheit» als Kriterium an, dann bleibt von dem, was wir heute so
als Wissen bezeichnen, sehr wenig iibrig — was genau, dazu spater mehr.

Naturwissenschaftler haben deshalb auch gar nicht den Anspruch, Gewissheiten zu
liefern, sondern «nur» die bestmdégliche Erklarung fiir die Geschehnisse da draufSen,
was auch ein Grund ist, warum Naturwissenschaften so viel schones Unwissen
liefern, immer dann ndmlich, wenn die bestmo6gliche Erkldarung sich als
unzureichend herausstellt und man hektisch nach einer neuen sucht. Das kollidiert
manchmal mit den Wiinschen der Offentlichkeit, zum Beispiel wenn man endlich
eine definitive Antwort zum Weltklima haben will. Dann sieht man den
Naturwissenschaftler an, und er sagt so was wie «wahrscheinlich» und «vermutlich»,
nicht gerade die Terminologie, die man gern hitte.

Immer, wenn von Wissen die Rede ist, taucht das Wort «begriinden» auf.
Begriindungen scheinen eine wesentliche Voraussetzung fiir Wissen zu sein, es
reicht nicht, einfach nur blind etwas zu raten. Wenn ich heute einen Lottoschein
abgebe, auf dem, wie sich in einer Woche herausstellt, die richtigen Zahlen stehen,
dann wire es trotzdem {ibertrieben zu behaupten, ich hétte die Lottozahlen beim
Ausfiillen des Lottoscheins gewusst. Die Annahme muss auf irgendeine Art
plausibel begriindbar sein, erst dann verwandelt sie sich von Glauben in Wissen.

Was als eine solche Begriindung durchgeht, ist der nachste schwierige Punkt.
Wenn ich «Die Nachbarn haben einen neuen Hund» behaupte und einen kritischen
Gesprachspartner habe, dann wird er nachhaken: «Woher weilSt du das?» Im
Alltagsgebrauch reicht es haufig, wenn man seine Behauptungen durch eine
Auskunft {iber Sinneswahrnehmungen belegen kann, etwa: «Ich habe den Nachbarn
gesehen, als er den Hund spazieren fiihrte.» Ganz wasserdicht ist das im konkreten
Fall noch nicht, denn der Nachbar kénnte sich einfach einen Hund ausgeliehen
haben. Eventuell muss man zusédtzliche Argumente bringen wie «Er hat seit Wochen
dartiiber geredet, dass er sich einen Hund zulegen will, und es handelt sich offenbar
um einen Welpen» oder irgendetwas dhnlich Uberzeugendes. Alle diese Argumente
bauen darauf auf, dass man die kognitiven Méglichkeiten des Menschen — die



Sinneswahrnehmungen, die Fahigkeit, Wahrnehmungen und Erinnerungen ordentlich
zu verkniipfen, sowie die Fahigkeit, rational zu schlussfolgern — fiir zuverldssige
Instrumente hélt, die es uns erlauben, Behauptungen iiber die Welt in Wissen zu
verwandeln.

Leider sind unsere kognitiven Fahigkeiten gar nicht so toll. Jeder ist schon mal
auf optische Tauschungen hereingefallen, also einfache Abbildungen, die unseren
Augen etwas vorgaukeln, das gar nicht stimmt, vielleicht nicht gerade einen Hund.
Davon abgesehen kennen Psychologen mittlerweile eine lange Liste von
sogenannten kognitiven Verzerrungen (englisch: «cognitive biases»), also
spezifischen Fehlfunktionen unserer Denkprozesse.

Nur ein paar Beispiele fiir solche Verzerrungen: Wir neigen dazu, aus
anekdotischen Beobachtungen, im schlimmsten Fall aus einer einzigen Begebenbheit,
allgemeine Schliisse zu ziehen. Schlimmer noch, selbst wenn wir ausreichend Daten
zur Verfiigung haben, neigen wir dazu, nur die zu beriicksichtigen, die zu unseren
Erwartungen passen. Auch unsere Fahigkeit, logisch zu schlussfolgern, ist nicht
fehlerfrei; darauf weisen die vielen Félle hin, in denen sich Philosophen gegenseitig
vorwerfen, einen logischen Zirkelschluss fabriziert zu haben. Ein wenig exotischer,
aber auch schon ist der sogenannte Spielerfehlschluss, der auf einem
Missverstandnis des Zufalls beruht: Wenn beim Wiirfeln lange Zeit keine 6 kam,
dann behauptet man schon mal, dass es «jetzt aber endlich klappen muss» — obwohl
es bei jedem Wurf exakt dieselbe Wahrscheinlichkeit auf eine 6 gibt, ganz egal, wie
lange man wiirfelt (mehr dazu unter — Hot Hand).

Auch Philosophen haben keine Schwierigkeiten damit, einen auflaufen zu lassen,
wenn man mit ein paar Begriindungen fiir Behauptungen ankommt. Es stellt sich
zum Beispiel die Frage, ob der Begriindungszwang irgendwann aufhért oder nicht.
Im Hundebeispiel miisste man als Ndchstes begriinden, warum den
Sinneswahrnehmungen zu trauen ist, und wenn man damit fertig ist, muss man diese
neue Begriindung begriinden und so weiter. Ein Spielverderber kénnte einfach
immer weiter «Und warum glaubst du, das zu wissen?» fragen. Wenn diese Serie aus
Begriindungen aber niemals aufhért und sich nicht im Kreis drehen darf, dann, so
konnte man sagen, ist auch die Behauptung mit dem Hund des Nachbarn nicht
wirklich begriindet.

Es gibt zwei Moglichkeiten, diesem Problem zu begegnen. Man kénnte behaupten,
dass es ein paar unbezweifelbare Tatsachen gibt, die man nicht mehr begriinden
muss, eine Art Fundament allen Wissens. Die Frage ist dann, was diese Tatsachen
sind, auf die man alles Wissen zuriickfiihren kann — wenig iiberraschend, dass
dariiber keine Einigkeit herrscht. Die naturwissenschaftliche Methodik bedient sich
einer langen Liste grundlegender Annahmen, die innerhalb der Naturwissenschaften
nie in Frage gestellt werden, zum Beispiel iiber — Mathematik und Logik. Nach
Aristoteles geht alles Wissen zuriick auf das Nichtwiderspruchsprinzip: Wenn eine



Sache die Eigenschaft X hat, kann sie nicht gleichzeitig die Eigenschaft Y haben, die
das Gegenteil von X ist. Zum Beispiel: Die Zahl 2 kann nicht gleichzeitig gerade und
ungerade sein. Entweder hat der Nachbar einen neuen Hund oder nicht. Fiir
Aristoteles ist dieses Prinzip unbegriindbar und unbezweifelbar, wer es anzweifelt,
mit dem sei nicht mehr zu reden, denn er sei nichts mehr als ein Gemiise. Aus
verstdandlichen Griinden: Wer das Nichtwiderspruchsprinzip anzweifelt, muss seine
Geltung bereits voraussetzen, weil er annimmt, dass es nicht zugleich wahr und
falsch sein kann.

Gemdise hin oder her, es sieht erst mal nicht so iiberzeugend aus, wenn man an
einer Stelle mit dem Zweifeln und Begriinden aufhért und sagt, hier geht es nicht
weiter. Eventuell hélt sich nicht einmal die Natur an das Nichtwiderspruchsprinzip.
Eine der absurden Folgerungen der Quantenmechanik lautet, dass zwei
Eigenschaften, die einander eigentlich ausschlief8en sollten — ob etwas sich links-
oder rechtsherum dreht oder ob etwas eine Welle ist oder ein Teilchen —, Ausdruck
einer tibergeordneten Eigenschaft sein sollen, die die vermeintlichen Gegensatze
vereint. Wie tiberraschend dieser Gedanke ist, demonstriert Erwin Schrédinger mit
Hilfe der legenddren Katze, die so lange in einem Zustand verharrt, in dem sie weder
tot noch lebendig ist, bis jemand hinsieht und sie sich entscheiden muss. Wenn eine
Katze so etwas kann, wieso sollte es fiir unsere Argumente verboten sein?

Fiir Aristoteles ist das Weltwissen ein Gebdude, das auf wenigen Sdulen ruht.
Wem das nicht passt, der konnte sich Wissen als eine Raumstation vorstellen, die
frei im All schwebt und ihre Stabilitédt nicht daraus bezieht, wie stark sie im Boden
verankert ist, sondern daraus, wie gut ihre Bestandteile miteinander verbunden sind.
Jedes Wissensfragment ist mit zahlreichen anderen Bausteinen vernetzt, die
wiederum mit anderen Bausteinen in Verbindung stehen. Mein vermeintliches
Wissen tiber Nachbars Hund lasst sich daher nicht auf ein paar unbezweifelbare
Fundamente zuriickfiihren, sondern ruht auf einer Vielzahl von anderen
Wissensfragmenten, die alle einzeln angezweifelt werden diirfen. Wenn man die
Argumente {iber den Hund nur in eine solide Wissensraumstation einbaut, kann man
ihnen trauen.

Bis jemand kommt und die gesamte Raumstation auf einmal zum Absturz bringt,
was die Absicht des Skeptikers ist. Skeptiker behaupten, dass wir viel weniger
wissen, als wir immer behaupten, im Extremfall gar nichts. Ein beliebtes Spiel unter
Epistemologen, so heillen die Philosophen, die sich mit diesen Wissensfragen
herumschlagen, ist das Ausdenken und Widerlegen von solchen skeptischen
Positionen. In welcher Form diese Position formuliert wird, hdangt von der Zeit ab, in
der man so lebt. René Descartes, Philosoph im 17. Jahrhundert, dachte iiber die
Existenz eines «bdsen Geistes» nach, der seine Sinne manipuliert und fiir ihn eine
vollstdndige Illusion der Aullenwelt aufbaut, einschlief8lich der Illusion, dass es
andere Leute gibt.

Bose Geister sind heute nicht mehr so beliebt, dasselbe Argument taucht aber mit



anderen, technologischen Metaphern auf. Die bei Philosophen populérste Variante
ist das «Gehirn im Glas»-Szenario (auf Englisch «brain in the vat» oder BIV). Es
konnte doch sein, so der Skeptiker, dass mein Gehirn von kompetenten

— AuBerirdischen geklaut wurde und in einem Einmachglas in einer Nahrlésung
herumschwimmt. Uber Elektroden ist das Gehirn mit einem Supercomputer
verdrahtet, der es mit Sinnesreizen versorgt, sodass ich glaube, in genau der Welt zu
leben, die ich mir normalerweise so vorstelle, mit Stithlen, Hiusern, Menschen,
Sternen und Rundgesichtsmakaken. Ich habe keine Moglichkeit zu unterscheiden
zwischen der echten Welt, in der das Gehirn in einem Schédel eingebaut ist, der an
einem Korper hdangt und so weiter, und einer Welt, die vom Supercomputer
vorgegaukelt wird. Infolgedessen ist alles, was ich so iiber die Welt zu wissen
glaube, nichtig. Wenn einem die Vorstellung von Gehirnen, die irgendwo
herumschwimmen, zu eklig ist, kann man sich stattdessen gern vorstellen, dass das
Gehirn im Korper belassen wird, aber trotzdem alle Informationen vom
Supercomputer bekommt. Dann schwimmt eben der gesamte Korper in einem
Behdltnis, so wie es zum Beispiel im Film «Matrix» vorgefiihrt wird.

Betrachten wir die Frage, ob ich Hande besitze, die zunédchst so aussieht, als
konnte ich sie klar und eindeutig beantworten. Ein Gehirn im Glas hat natiirlich
keine Hande, ihm wird nur vorgemacht, es habe welche. Wenn ich also nicht weiR,
ob ich ein BIV bin, dann kann ich auch nicht wissen, ob ich Hiande habe, so der
Skeptiker. AuBert man solche Gedanken am Kneipentisch, dann lautet die normale
Reaktion vermutlich «Ach, komm», woraufhin eine neue Runde bestellt wird, und
fiir die meisten von uns ist die Sache damit erledigt. Aber ein paar Leute miissen
sich trotzdem stellvertretend fiir uns alle damit befassen, dieses Argument, das auf
so radikale Art unser gesamtes Wissen untergrabt, unter die Lupe zu nehmen.

Ein beriihmtes Gegenargument, vorgebracht vom englischen Philosophen George
Edward Moore im Jahr 1939, stellt die Sache auf den Kopf: Wenn ich ein BIV bin,
kann ich nicht wissen, ob ich Hdande habe. «Hier ist eine Hand», sagte Moore und
hebt eine Hand, «und hier ist noch eine», und hebt die andere. Somit weild ich, dass
ich Hande habe, und kann kein BIV sein. Thema erledigt. Moore beruft sich auf so
etwas wie den gesunden Menschenverstand. Er versucht klarzumachen, dass ein
Skeptiker mit seiner BIV-Hypothese keine Argumente fiir seine Hypothese bringen
kann, die plausibler sind als Moores einfaches Argument fiir die Existenz seiner
Hénde. Es ist abwegig zu glauben, keine Hande zu haben, also sollten wir das
Vorhandensein von Handen an den Ausgangspunkt der Argumentation setzen und
nicht irgendeine verriickte Spekulation iiber ein Gehirn, das im Einmachglas
schwimmt. Aber fiir die meisten ist das Argument nicht besonders iiberzeugend, weil
es wieder wie ein Zirkelschluss aussieht: Wenn ich ein BIV bin, dann wiirde mir der
Computer eben vorgaukeln, Hiande zu haben, das Hochheben der Hande wiirde gar
nichts beweisen, und ich bin am Ende so klug wie am Anfang.



Ein anderer Konter befasst sich damit, was das Wort «wissen» eigentlich bedeutet.
Wie hoch der Standard ist, den wir an unser Wissen legen, hangt vom Kontext ab, so
kénnte man argumentieren. Wenn wir die Latte wirklich sehr hoch hidngen, dann
miissen wir uns eingestehen, nicht zu wissen, ob wir ein BIV sind oder nicht, damit
auch nichts iiber die Existenz unserer Hinde und iiberhaupt sehr wenig. Aber die
meiste Zeit haben wir kein Interesse an so einem hohen Standard; fiir gewohnlich
kann die Behauptung «Ich habe Hénde» locker als Wissen durchgehen. So gibt man
zwar zu, dass die BIV-Leute mit ihrem Einwand recht haben, aber man wirft deshalb
nicht gleich jede Form von Wissen weg.

Der Nachteil: Der Begriff Wissen ware nicht mehr besonders klar definiert. Ob
das ein Problem ist oder nicht, dariiber kann man streiten. Wir sind solche
kontextabhdngigen Begriffe aus ganz anderen Zusammenhdngen gewohnt. In fast
allen Situationen wiirde man unter einem Zwerg jemanden verstehen, der deutlich
kleiner ist als die meisten anderen Leute, also vielleicht unter 1,40 Meter. Im
Kontext eines Basketballspiels konnte man jedoch mit einiger Berechtigung einen
1,80 Meter grollen Spieler als Zwerg bezeichnen, weil die meisten anderen Spieler
viel groRer sind. Wenn so eine begriffliche Schwammigkeit bei Korpergrélien
funktioniert, warum nicht auch beim Wissen? Zum Beispiel, so konnte man
dagegenhalten, weil man bei der KorpergrofSe jederzeit klarstellen kann, was man
eigentlich meint, z.B. mit Hilfe einer Messlatte. Beim Wissen ist das schon deutlich
schwieriger.

Die Liste der Argumente gegen ein BIV-Szenario ist lang, die meisten sind
deutlich komplexer als die hier beschriebenen Beispiele, und keines kann restlos alle
Skeptiker liberzeugen. Viele begniigen sich damit, dem Skeptiker einen Knochen
hinzuwerfen und ihm ansonsten aus dem Weg zu gehen — sie schaffen die Bedrohung
durch Einmachgldser nicht aus der Welt, sondern umschiffen sie geschickt. Aber
auch der Einmachglasskeptiker macht Zugestiandnisse: Er sagt, dass es wirklich
moglich ist, ein Gehirn im Glas zu sein, womit er offenbar schon etwas iiber die
Welt zu wissen glaubt, ndmlich iiber die Moglichkeiten, die in der Welt realisiert
sein konnten. AuBerdem behauptet er, dass seine Argumente logisch und verniinftig
sind, womit er etwas tiber die Welt wissen muss, ndmlich etwas iiber die
Verlasslichkeit von Logik und Vernunft.

Wer wirklich radikal sein will, muss auch dieses Wissen noch iiber Bord werfen.
Was natiirlich nicht schwer ist — der Computer kénnte so programmiert sein, dass er
uns glauben ldsst, unsere Argumente seien logisch und verniinftig. Sogar das schon
erwahnte Nichtwiderspruchsprinzip konnte eine Illusion sein. Dieser Weg ist nicht
ungefdhrlich. Als Erstes wird das schone Einmachglasszenario widerspriichlich,
denn um es vorzubringen, ben6tigt man eben genau die logischen Grundbausteine,
die man gerade iiber Bord geworfen hat. Man kann dann eben nicht mehr plausibel
argumentieren, weil man die MaR3stédbe fiir Plausibilitdt nicht mehr unterschreibt.

Aber dann wieder konnte der Skeptiker einfach sagen: «Mir doch egal.» Letztlich



gibt es nichts, was einen zwingen konnte, verniinftig zu argumentieren. Es gibt keine
wirklich zwingenden, verniinftigen Argumente. Man kann ebenso gut aus dem
ganzen Geschift des Denkens aussteigen und es sein lassen. Diese Entscheidung
steht jedem frei. Es klingt wie eine bequeme Losung, aber wer das tut, sollte sich
dariiber im Klaren sein, was aus ihm wird. Der radikalste Skeptiker ist in
Aristoteles’ Sinne ein Gemiise: Er darf zwar weiterhin behaupten und
argumentieren, denn wie sollte man ihm das verbieten, aber er kann nicht verlangen,
dass ihm jemand zuhort.

Konsequent durchgezogen ist radikaler Skeptizismus eine anstrengende und
riskante Lebensweise. Von Pyrrhon von Elis, einem Skeptiker im alten
Griechenland, ist tiberliefert, er sei auf seinen Reisen weder entgegenkommenden
Wagen noch bissigen Hunden ausgewichen. Die wenigsten werden bereit sein, so
weit zu gehen. Wer es doch versuchen will, der sollte sich vorher vergewissern, dass
seine Freunde diesen Skeptizismus nicht teilen. Irgendwer muss sich schlieflich um
die Hunde kiimmern.



zur Inhaltsiibersicht

Wissenschaft

Aus hundert Kaninchen wird niemals ein Pferd und aus hundert Verdachtsgriinden niemals ein Beweis.
Porfiri zu Raskolnikow in Dostojewskis «Schuld und Sithne»

Wenn man im Lexikon nachschlédgt, was Wissenschaft ist, dann erfahrt man zum
Beispiel, es handele sich um die methodische Erweiterung des Wissens oder eine
andere vage Angelegenheit. Es ist nicht klar, wie dieses — Wissen aussieht und ob
beziehungsweise wo man es kaufen kann. Zusatzlich kann man sich auch noch damit
herumquaélen, was das fiir Methoden sind, die wir zur Wissensvermehrung
verwenden. Darf jeder so einfach neues Wissen in die Welt setzen? Woran kann man
erkennen, ob jemand nur rumspinnt, anstatt ordentlich zu forschen? Und wie
funktioniert sie tiberhaupt, diese Wissenschaft?

Wenn Wissenschaft unser Goldstandard zur Erlangung von Wissen ist, dann
miisste man als Erstes versuchen, diesen Standard von Nicht-Wissenschaft
abzugrenzen, die weniger taugt. Wissenschaft von, sagen wir, Radiohéren
abzugrenzen ist kein grofles Problem, vor allem, weil kaum jemand behaupten wird,
beides sei das Gleiche. Kompliziert wird es immer dann, wenn man mit etwas zu tun
hat, das behauptet, wissenschaftlich zu sein, aber es eventuell gar nicht ist — eine
Pseudowissenschaft. Ist Astrologie Wissenschaft? Wenn nein, warum nicht? Was ist
mit Hellsehen, immerhin auch eine Art der Wissensvermehrung? Alles muss auf den
Priifstand, egal, wie vertrauenerweckend es aussieht: Psychoanalyse? Archdologie?
Phrenologie? Gerontologie? Kryptozoologie? Kosmogonie? Ufologie? Wir haben ein
paar Fragen fiir Sie.

Ein unschuldiger Anfang: Man kénnte annehmen, dass sich wissenschaftliche
Theorien, im Unterschied zu ihren Pseudo-Geschwistern, aus Fakten ableiten. Diese
Vorgehensweise heilst Induktion und galt bis zum 18. Jahrhundert als Kern
ordentlicher Wissenschaft. Fakten, das klingt solide. Aber weit kommt man mit
diesem Ansatz nicht. Pseudo, der Anwalt der Gegenseite, wird einem sofort erklaren,
dass isolierte Fakten nicht existieren, sondern immer «theoriebeladen» sind, was so
viel heillt wie: Man sieht immer nur das, was man sehen will. Es gibt schlie8lich
unendlich viele Fakten da draulfen, man kann nie alle ansehen. Sobald man ein Gerét
aufstellt, um irgendetwas zu messen, hat man schon eine Entscheidung getroffen,
welche Art Fakten man gerne hdtte. Wenn man, wie Aristoteles, den Kosmos fiir
unverdnderlich halt, dann starrt man eben nicht ndchtelang irgendwelche Sterne an,



um nach Verdnderungen zu suchen.

Als Néchstes wird Pseudo einem erkldren, dass es prinzipiell unméglich ist, aus
einzelnen Fakten einen allgemeinen Zusammenhang abzuleiten. Wenn sich Merkur,
Venus, Erde, Mars, Jupiter, Saturn auf Ellipsen bewegen, kann man daraus nicht
ableiten, dass sich alle Planeten auf Ellipsen bewegen (obwohl das vermutlich
stimmt, so behaupten jedenfalls Astronomen). Dieses «Induktionsproblem» hat zur
Folge, dass man als Wissenschaftler die Hoffnung auf unantastbare Beweise
aufgeben und sich mit lastigen Zweifeln herumschlagen muss. Eine groteske
Konsequenz: Die Wissenschaft kann uns noch nicht einmal zweifelsfrei versichern,
dass die Sonne morgen aufgehen wird. Dass es bisher jeden Tag so war, heilst
schlieBlich nichts. Das war’s dann erst mal mit den schénen Fakten.

Etwa an dieser Stelle wird man als Anwalt der Wissenschaft damit anfangen,
einen Osterreichischen Philosophen namens Karl Popper zu zitieren, der im Jahr
1934 auf den metaphorischen Tisch haute. Induktion, so Popper, braucht man gar
nicht, und kein Wissenschaftler hat sie je verwendet. Man dreht den Spiel3 einfach
um. Fakten beweisen Theorien zwar nicht, sie konnen sie aber widerlegen. Jede gute
wissenschaftliche Theorie hat den Charakter eines Verbotsschildes — bestimmte
Ereignisse sind im Rahmen der Theorie nicht méglich. Eine gute Theorie sollte
daher prinzipiell widerlegbar sein, wenn man ndmlich genau die Ereignisse findet,
die die Theorie nicht erlaubt.

Poppers Lieblingsbeispiel fiir eine gute wissenschaftliche Theorie war Albert
Einsteins Allgemeine Relativitdtstheorie, die unter anderem behauptet, dass
Lichtstrahlen in der Ndhe von schweren Korpern, zum Beispiel der Sonne, gebogen
werden. Diese Aussage ldsst sich wahrend einer Sonnenfinsternis iiberpriifen. Wenn
ein Stern am Himmel dicht neben der Sonne steht, so sollte sein Licht leicht
verbogen sein. Dadurch wiirde er scheinbar an einer anderen Stelle stehen als ohne
Lichtverbiegung. Es gibt also ziemlich viele Stellen, an denen der Stern der
Allgemeinen Relativitdtstheorie zufolge nicht stehen darf. Und tatsdchlich: Bei einer
Sonnenfinsternis im Jahr 1919 fand man den Stern genau dort, wo ihn die
Allgemeine Relativitdtstheorie vorhersagt, und nicht etwa ganz woanders — die
Theorie hat den Test bestanden. Das heilSt nicht, dass sie stimmt, denn beweisen
kann man Theorien nun mal nicht, aber sie hat mit ihrer Vorhersage Poppers
Kriterium fiir Wissenschaftlichkeit erfiillt.

Um mit Poppers Hilfe eine Pseudowissenschaft zu entlarven, miisste man ihren
Vertreter etwa Folgendes fragen: Welches Ereignis miisste eintreten, damit du deine
Theorie aufgibst? Wenn er dann keine Antwort hat, sind seine Behauptungen nicht
mehr ernst zu nehmen. Mit dieser Frage kann man vermutlich viel Freude haben,
wenn man sie den richtigen Leuten stellt, man versuche es zum Beispiel mit
Anhéngern der Psychoanalyse oder des Marxismus, zwei Theorien, die von Popper
selbst als Pseudowissenschaft eingestuft wurden. Oder mit Hellsehern, obwohl die
sicher schon vorher wissen, dass die Frage kommen wird.



Aber die Pseudo-Anwadlte sind noch lange nicht am Ende. Sie konnten darauf
verweisen, dass Wissenschaftler ihre Theorien keinesfalls sofort aufgeben, nur weil
ein paar neue Fakten dagegen sprechen. Man nennt diese Fakten dann einfach
«Anomalie», heftet sie ordentlich ab und macht erst mal weiter. SchliefSlich konnte
das vermeintliche Faktum auch ein Messfehler sein, eine optische Tduschung oder
sonst irgendetwas Unschénes. Dafiir gleich die Theorie zu opfern, kommt nicht in
Frage. Wissenschaftler arbeiten oft iiber lange Zeitabschnitte mit so einer
Kombination aus einem Paradigma, das nicht in Frage gestellt wird, und einer
Sammlung aus seltsamen Fakten, die nicht so gut zum Paradigma passen.
«Wissenschaftler haben eine dicke Haut», wie der ungarische Philosoph Imre
Lakatos im Jahr 1973 anmerkte.

Lakatos erkldrte auch gleich, wie dieser Schutz der Theorien vor Popper’scher
Widerlegung funktioniert. Man baut rings um die Theorie einen Verteidigungsring
aus Hilfshypothesen auf, die die Theorie am Leben erhalten. Wenn man einen
flachen Igel sieht, wird man die beliebte Theorie «Alle Igel sind dreidimensional»
nicht gleich tiber Bord werfen, sondern eine Hilfshypothese aufstellen, die etwas mit
Autos und riicksichtslosen Igelhassern zu tun hat. Es gibt, so Lakatos, keine einzige
Theorie, die nicht widerlegt ist. Aber was ist dann der Unterschied zur
Pseudowissenschaft?

Fiir Lakatos produziert ordentliche Wissenschaft im Unterschied zu ihren
Pseudovertretern «neuartige Fakten». Ein Beispiel: Im Jahr 1705 sagte Edmond
Halley mit Hilfe von Newtons Gravitationstheorie voraus, dass der Komet, der
spdter nach ihm benannt wurde, in regelmaigen Abstdnden an der Erde
vorbeikommen und im Jahr 1758 wieder erscheinen werde. Bis dahin hielt man
Kometen fiir Erscheinungen in der Atmosphdre oder fiir Himmelskorper, die auf
einer geraden Bahn ein einziges Mal an der Erde vorbeifliegen und anschliefend fiir
immer im Weltall verschwinden. Ohne Newtons Theorie, die die Bahnbewegungen
von Himmelskorpern erklart, wéare niemand auf die Idee gekommen, im Jahr 1758
nach einem Kometen Ausschau zu halten. Edmond Halley war zu diesem Zeitpunkt
zwar schon tot, aber seine Prognose war ganz klar ein groBartiger Erfolg. So etwas
haben Astrologen bisher nicht hingekriegt. Weniger grofartig ist eine Theorie, die
den Fakten hinterherhinkt und neu zurechtgebogen werden muss, um mit ihnen
klarzukommen.

Wenn man die von Lakatos vorgeschlagene Unterscheidung ernst nimmt, muss
man sich eingestehen, dass jede gute Wissenschaft auch als Unfug betrieben werden
kann; es ist nicht der Inhalt, sondern die Methode, die den Wissenschaftler vom
Pseudowissenschaftler unterscheidet. Jemand, der sich mit Parapsychologie befasst,
ist nicht automatisch ein Scharlatan. Man muss sich genau ansehen, wie er vorgeht
und was er den ganzen Tag so treibt.

In eine dhnliche Kerbe schldgt Paul Thagard, ein kanadischer Philosoph, ein paar



Jahre nach Lakatos. Eine wissenschaftliche Disziplin ist unseriés, so Thagard, wenn
sie keine Fortschritte macht. Sie hat jede Menge offene Fragen herumliegen, aber
ihre Vertreter sehen nicht so aus, als giben sie sich grolle Miihe, die Probleme zu
l6sen oder ihre Theorien mit denen anderer Leute in Einklang zu bringen. Wieder
geht es hier eher um das Verhalten des Wissenschaftlers und weniger darum, womit
er sich gerade befasst. Astrologie ist nicht deshalb Humbug, weil die Idee, dass die
relative Position von Himmelskérpern zum Zeitpunkt der Geburt eines Menschen
etwas {iber seine Zukunft aussagt, ganz offensichtlich falsch ist. Sie ist Humbug,
weil sie sich kaum weiterentwickelt und keinen Versuch unternimmt, ihre
Grundsétze mit all den anderen schénen Dingen zu vereinen, die wir in den letzten
paar tausend Jahren tiber Himmelskorper und die Psychologie von Menschen gelernt
haben.

Wenn Pseudo, unser Anwalt der Astrologie und aller artverwandten Disziplinen,
an einer ernsthaften Diskussion interessiert wére, konnte er jetzt Thomas Kuhn
zitieren, einen amerikanischen Physiker, der vor allem durch das 1962 erschienene
Buch «Die Struktur wissenschaftlicher Revolutionen» bekannt wurde. Die meiste
Zeit, so wiirde Kuhn sagen, kiimmert sich ein Wissenschaftler weder um Fortschritt
noch um «neuartige Fakten» noch um die Widerlegung von Theorien. Stattdessen
sitzt er still in der Ecke und 16st Probleme — im Rahmen einer etablierten Theorie,
die er nicht in Frage stellt. Ab und zu kommt es zu einer Revolution, und die eine
herrschende Theorie wird durch eine andere ersetzt. Dann wieder zuriick in die Ecke.

Pseudos letzter Schachzug kénnte darin bestehen, das 1970 erschienene Buch
«Wider den Methodenzwang» des Osterreichers Paul Feyerabend hervorzuholen und
zu behaupten, dass es so etwas wie eine wissenschaftliche Methode iiberhaupt nicht
gibt. «Anything goes», sagt Feyerabend, und jede Methode zur Wissensbeschaffung
sei legitim. Wissenschaft ist in ihrem Herzen anarchisch und nicht unterscheidbar
von Pseudowissenschaft, Religion, Meditation, Kunst, Mythologie, Hexerei und
allen anderen Unternehmungen, bei denen neues Wissen herauskommen konnte.
Wenn es uns anders vorkommt, dann nur, weil wir Wissenschaft immer
riickblickend beurteilen, also zu einem Zeitpunkt, wo schon klar ist, was funktioniert
hat und was nicht. Kepler zum Beispiel war nicht nur einer der wichtigsten
Astronomen iiberhaupt, sondern aulSerdem Astrologe. Newton brachte einen
wesentlichen Teil seiner Zeit mit Alchemie zu. Daran sei nichts auszusetzen, so
Feyerabend. Er will die Leute von der Tyrannei von Konzepten wie «Wahrheit»,
«Realitdt» und «Objektivitdt» befreien. Ein ehrgeiziges Unterfangen, das
Feyerabend, vorsichtig ausgedriickt, nicht bei allen beliebt machte.

Es ist allerdings zweifelhaft, ob unserem alten Freund Pseudo die
Feyerabend’sche Philosophie gefallen wiirde. Schlie8lich will er, dass sein
Budenzauber als richtige, harte Wissenschaft anerkannt wird. Feyerabend sagt
letztlich auch nur, dass niemand weil3, was Wissenschaft ist und wie sie funktioniert,
eine Aussage, die viele Philosophen heute vermutlich unterschreiben wiirden.



Vielleicht ist die Wissenschaftsphilosophie selbst eine Pseudowissenschaft,
widerlegen kann sie das jedenfalls nicht.

Unabhédngig von diesen ganzen Debatten haben sich die traditionell etablierten
Wissenschaften pragmatische Mittel zugelegt, um die Qualitdt von Wissenschaft zu
beurteilen. Es geht nicht anders, irgendwie muss man entscheiden, wem man die
schonen Lehrstiihle an den Universitdten gibt, und ein Verfahren nach dem
Grundsatz «first come, first serve» wiirde den Geldgebern nicht gefallen. Der
Schliissel ist die Analyse wissenschaftlicher Publikationen, was seit etwa 50 Jahren
wiederum eine eigene Wissenschaft ist, die Bibliometrie heif3t.

Wissenschaftler schreiben ihre Ergebnisse auf und reichen diese «Paper» zur
Veroffentlichung in Fachzeitschriften ein. Die Artikel werden allerdings nicht
einfach so abgedruckt (beziehungsweise heute eher ins Internet gestellt), sondern
vorher von anderen Experten auf dem jeweiligen Gebiet begutachtet — das «peer
review»-Verfahren. Am Ende dieses Prozesses wird das Paper entweder abgelehnt
oder akzeptiert. Wenn ein Paper den Peer Review iiberstanden hat, kann es natiirlich
immer noch totaler Unfug sein, zum Beispiel weil der Gutachter nicht griindlich war
oder weil alle Beteiligten gerade Scheuklappen aufhaben und ein wesentliches
Problem nicht erkennen. Peer Review ist keine Qualitdtsgarantie, sondern eher die
Art Eintrittskarte in eine Welt, in der das Paper von den Kollegen des Fachs ernst
genommen und zitiert wird. (Ein Zitat ist in der Wissenschaft nicht unbedingt ein
wortlich zitierter Text, sondern einfach eine Quellenangabe.)

Das Zitat ist die wesentliche Einheit der Bibliometrie. Je mehr Zitate ein Paper
erhalt, desto starker pragt es die Entwicklung eines Fachs und lenkt die Forschung in
eine bestimmte Richtung. Die Idee liegt nahe, sich Zitate genauer anzusehen und mit
ihrer Hilfe zu entscheiden, welche Wissenschaft etwas taugt und welche nicht. Man
konnte z.B. einfach dem Bewerber den Professorenjob geben, der die meisten Zitate
hat. Oder man macht es sich ein wenig komplizierter und berechnet den sogenannten
h-Index, eine 2005 vom amerikanischen Physiker Jorge E. Hirsch vorgeschlagene
Messzahl, die ebenfalls auf Zitaten beruht. Die Gesamtzahl der Zitate eines
Wissenschaftlers konnte extrem hoch sein, weil er irgendwann einen Gliickstreffer
gelandet und ansonsten die Beine hochgelegt hat. Der h-Index tragt dem Rechnung;
ein Wissenschaftler hat zum Beispiel den h-Index 10, wenn 10 seiner Paper
mindestens 10 Zitate haben. So beurteilt man mehr das Gesamtwerk als einzelne
Publikationen. Junge Genies kommen daher eher schlecht weg, weil sie noch nicht
viel Zeit zum Veroffentlichen hatten. Wenn Einstein nach seinen ersten vier
revolutiondren Publikationen gestorben wére — sein h-Index ldge bei 5, was nach
heutigem Mal3stab ganz sicher nicht fiir eine Physik-Professur reichen wiirde.

Um solche Probleme zu vermeiden, wurde mittlerweile ein ganzer Zoo aus
bibliometrischen Indizes erfunden, die alle behaupten, das Gleiche zu tun, ndmlich
einen objektiven Vergleich zwischen Wissenschaftlern zu erméglichen. Neben dem



h-Index gibt es den m-, j-, - und g-Index, es ist also noch Platz fiir 21 andere. Alle
diese Verfahren gehen insgeheim davon aus, dass Zitieren ein unbestechliches,
sauberes Geschaft ist, was natiirlich nicht stimmt. Forscher zitieren eine
Veroffentlichung nicht unbedingt, weil sie sie fiir besser halten als alle
Konkurrenzpaper. Die Bibliometrie kann zum Beispiel nicht unterscheiden zwischen
dem Zitat «Paper X ist das Beste, das je zum Thema geschrieben worden ist» und
dem gegensatzlichen Zitat «Paper X ist unsdglicher Blodsinn». Wie bei den meisten
Tatigkeiten, bei denen Menschen im Spiel sind, ist die Motivationslage beim
Zitieren vergleichbar mit einem unordentlichen Gestriipp. Man zitiert, weil man den
Autor personlich kennt und ihn fiir vertrauenswiirdig hdlt. Oder weil man sich
zufdllig an dieses eine Paper erinnert. Oder weil man gerade keine Zeit hat, die
gesamte Literatur zu durchforsten nach einer besseren Quelle. Oder weil das Paper
schon viele Zitate hat und man daher annimmt, es habe schon seine Richtigkeit.

Fiir solche Unzulédnglichkeiten beim Zitieren gibt es auch schone Belege. Mikhail
Simkin und Vwani Roychowdhury von der University of California in Los Angeles
analysierten im Jahr 2002 die Druckfehler in Zitaten und kamen zu dem Schluss,
dass die meisten einfach ohne Uberpriifung mitsamt den Fehlern aus anderen
Literaturverzeichnissen kopiert werden, das heif$t: «Nur ungefdhr 20 Prozent der
Zitierer lesen das Original.»

Aber es kommt noch besser. Fachzeitschriften arbeiten sehr langsam, und wenn
ein Paper das Peer-Review-Verfahren durchlaufen hat, dauert es mitunter noch
mehrere Monate, bis es tatsdchlich veréffentlicht ist. In der Astronomie, der Physik
und ein paar anderen Wissenschaften ist es daher seit den 1990er Jahren iiblich, die
Paper vorab frei fiir jeden sichtbar ins Internet zu stellen, bevor sie in der
Fachzeitschrift offiziell erscheinen. Dafiir gibt es eine Website namens arxiv.org,
die jeden Tag fiir jeden Fachbereich eine neue Liste mit Vorabveroffentlichungen
ausspuckt. Es hat sich herausgestellt, dass Paper, die bei arxiv.org auftauchen,
deutlich haufiger zitiert werden als solche, die das nicht tun, weil sie schneller
verfligbar sind. Weiterhin zeigen mehrere Studien, dass es fiir die Anzahl der Zitate
eine Rolle spielt, zu welcher Uhrzeit man das Paper bei arxiv.org hochlddt. Diese
Uhrzeit bestimmt, wo das Paper in der taglichen Liste der Neuerscheinungen
auftaucht. Paper ganz oben in der Liste werden zweimal so hédufig zitiert wie solche,
die weiter unten stehen, zum Teil wohl, weil die Leute beim tdglichen Durchlesen
der Liste allmdhlich die Aufmerksamkeit verlieren. In der Astronomie korreliert die
Anzahl der Zitate aullerdem mit der Ldange des Papers, mit der Anzahl der Coautoren
und vermutlich auch mit der Sonnenfleckenaktivitit, wobei Letzteres noch niemand
iberpriift hat.

Alle diese Effekte haben natiirlich tiberhaupt nichts mit der Qualitét der
Wissenschaft zu tun. Zitate sind schon und praktisch, zum Beispiel wenn man damit
angeben will, dass der eigene h-Index grofSer ist als der eines unbeliebten Kollegen.
Oder wenn es drei Uhr nachmittags ist, man 1000 Bewerbungen vor sich liegen hat



und bis morgen entscheiden muss, wem man die Stelle gibt, aber gleichzeitig um
fiinf zum Synchronschwimmen verabredet ist. Man schldgt einfach ein paar Zahlen
nach, und mit ziemlicher Sicherheit hat man einen flei8igen und produktiven
Wissenschaftler gefunden. Aber nicht notwendigerweise einen guten
Wissenschaftler, also einen, der dauerhaftes Qualitdtswissen in die Welt zerrt.
Einen, dessen Portrdt noch Jahrhunderte spéter in den Gangen der Universitdten
hdngt. Um so jemanden zu finden, miisste man zundchst wissen, was gute
Wissenschaft ist, womit wir wieder am Anfang angekommen sind.

Angesichts dieser erheblichen Schwierigkeiten konnte man auf die Idee kommen,
es wdre besser, mit dieser ganzen fragwiirdigen Wissenschaft erst mal aufzuhéren,
bis wir genauer wissen, wie sie eigentlich ablaufen soll. Was auch wieder nicht geht,
denn um herauszufinden, welche Art Wissenschaft gut und welche schlecht ist,
benoétigt man ein paar Jahrhunderte Wissenschaft, die man untersuchen kann. Selbst
wenn Forscher nur Unsinn produzieren und iiberhaupt nichts iiber die Welt
herausfinden, wenigstens dienen sie zukiinftigen Generationen als
Anschauungsmaterial. Das muss als Trost reichen.



zur Inhaltsiibersicht

Zeit

Die Betrachtung der Zeit auf intellektuelle, philosophische oder auch nur mathematische Kriteria hin ist
Einfalt und ein Zeitvertreib fiir Liederjane.
Flann O’Brien, «Aus Dalkeys Archiven», Ubersetzung von Harry Rowohlt

«Ein Zeitvertreib fiir Liederjane» sei die Betrachtung der Zeit, so behauptet das
Eingangszitat, ohne Frage eine harte und in ihrer Pauschalitdt ungerechte
Einschdtzung. Aber verstehen kann man den fiktiven irischen Superwissenschaftler
de Selby, dem das Zitat in den Mund gelegt wird, ist doch die Betrachtung der Zeit
eine der grolSten intellektuellen Turniibungen, die man sich zumuten kann, und leicht
gerdt man dabei in den Verdacht, ein Scharlatan zu sein.

In der menschlichen Wahrnehmung ist die Zeit in drei Teile gegliedert,
Vergangenheit, Gegenwart und Zukunft. Die Gegenwart, in der wir die Welt direkt
wahrnehmen, ist der Ubergang zwischen Vergangenheit und Zukunft. Fiir uns sieht
es so aus, als ware die Zukunft eine leere Kiste, die wir in der Gegenwart mit
irgendwelchen Erfahrungen fiillen und dann als Vergangenheit abstellen. Wahrend
die Vergangenheit als starr und unverdnderlich gilt, scheint die Zukunft noch offen
zu sein. Das jedenfalls ist unsere Wahrnehmung von Zeit, inwieweit sie etwas mit
der Wirklichkeit zu tun hat, ist unklar.

Seit ein paar tausend Jahren wird dariiber gestritten, ob und in welcher Form es
Vergangenheit, Gegenwart und Zukunft wirklich gibt. Die eine philosophische
Extremposition heilst Prasentismus — es gibt nur die Gegenwart. Macht es Sinn zu
sagen, dass historische Personen, zum Beispiel Napoleon, immer existieren? Fiir
Prasentisten in der Tradition von Augustinus lautet die Anwort: Nein, Napoleon
existiert nicht, nur Gegenwartiges gibt es wirklich. Wem das zu absurd ist, der sollte
sich mit dem alternativen Szenario befassen, das in der Philosophie Eternalismus
heiflt und unter anderem auf Aristoteles zuriickgeht: Zeit ist — wie der
dreidimensionale Raum — ein statisches Gebilde, eine Abfolge von
Momentaufnahmen, die alle gleichberechtigt und ewig existieren. Es gibt Napoleon,
aber genauso auch unsere Urururenkel, die natiirlich auf dem Mars wohnen. Wir
konnen sie vielleicht gerade nicht sehen oder besuchen, aber es gibt sie trotzdem.

Was beim Eternalismus wegfallt, ist das Vergehen der Zeit. Zeit ist kein Fluss
mehr, sondern ein unverdanderliches Gebilde, in dem alles schon da ist, Zukiinftiges
wie Vergangenes. Unser Eindruck vom Ablaufen der Zeit ist entweder eine Illusion



oder ein Mythos. Um die Kistenmetapher noch einmal zu verwenden — fiir den
Eternalisten sind alle Kisten schon gefiillt, und wir kénnen daran nichts dndern. Das
bestadtigt ibrigens auch der eingangs zitierte Superwissenschaftler de Selby: «Aber
die Zeit ist ein Plenum, unbeweglich, unwandelbar, unvermeidlich, unwiderruflich,
ein Zustand absoluter Stockung. Die Zeit vergeht nicht.»

In diesem Zusammenhang wird auch dariiber diskutiert, auf welche Weise Objekte
in der Zeit ausgedehnt sein kdnnen. Die einen sagen, dass Ausdehnung in der Zeit
genauso funktioniert wie im Raum. Ein Fahrrad zum Beispiel nimmt einen
bestimmten Platz in Anspruch. Steht es in einer Haustiir, befindet sich ein Teil von
ihm, sagen wir das Hinterrad, vor dem Haus, der Rest im Haus. Analog dazu gibt es
zu einem bestimmten Zeitpunkt nicht das ganze Fahrrad, sondern nur einen Teil von
ihm — einen zeitlichen Teil, nicht einen raumlichen. Fiir Anhdnger dieser Sichtweise
ist das Fahrrad und jedes andere physikalische Objekt ein vierdimensionaler Raum-
Zeit-Wurm, der aus verschiedenen raumlichen und zeitlichen Teilen besteht. Unsere
Welt wire ein Knduel aus ineinander verschlungenen Wiirmern. Andere Philosophen
wiederum behaupten, das Fahrrad schaffe es irgendwie, zu jedem Zeitpunkt als
Ganzes zu existieren, was der Zeit im Vergleich zu den drei Raumdimensionen einen
Sonderstatus verschaffen wiirde. Wie in der Debatte Prasentismus versus
Eternalismus geht es darum, ob die Zeit wirklich etwas Besonderes ist oder nur so
aussieht und sich in Wahrheit nicht so anstellen soll.

Zwischen den eben vorgestellten Polen der philosophischen Debatte findet man
einen Zoo an ausgefeilten Meinungen zum Thema Zeit. Ein exotisches Tier in
diesem Theorienzoo stammt vom englischen Metaphysiker John McTaggart, der im
Jahr 1908 die Zeit gleich ganz abgeschafft hat. Kurz gesagt stort er sich daran, dass
Zeit in sich selbst zu fliefen scheint. Wenn man mit einem Boot einen Fluss befdhrt,
dann bewegt man sich relativ zum feststehenden Ufer. Beim «Befahren» der Zeit
jedoch bewegt man sich relativ zu Daten, die ebenfalls Teil der Zeit sind. Silvester
2010 zum Beispiel ist zundchst Zukunft, dann Gegenwart, dann Vergangenheit. Die
Zeit ist ein Fluss und gleichzeitig dessen Ufer. Wie kann sich etwas in sich selbst
bewegen?

Diese Frage stellt jedenfalls der englische Physiker Paul Davies in seinem Buch
«About Time», das sich fast ausschliefllich der physikalischen Sicht auf die
ratselhafte Zeit widmet. Die Physik hat sich seit Newtons Zeiten eine eternalistische
Zeit zugelegt, also eine, die nicht fliel5t. Der «rote Punkt» der Gegenwart, an dem
sich Zukiinftiges in Vergangenes verwandelt, den gibt es im physikalischen Weltbild
nicht. Physiker nennen das «Blockuniversum» — Zeit und dreidimensionaler Raum
bilden einen unverdnderlichen vierdimensionalen Block. Zeitpunkte sind so zu
behandeln wie Orte — New York und London liegen genauso in der Raumzeit herum
wie die Jahrtausendwende oder der Ausbruch des Zweiten Weltkrieges, wobei es
keinen wesentlichen Unterschied zwischen Vergangenem und Zukiinftigem gibt. So
weit sind sich die Physiker zumindest einig.



Aber auch die Physik hat harte Kontroversen um das Wesen der Zeit auszustehen.
Die vielleicht grote Schwierigkeit besteht darin, die Zeitvorstellung von Einsteins
Relativitiatstheorie mit dem Modell der Quantenmechanik zu vereinbaren. Diese
beiden Theorien sind die Eckpfeiler des physikalischen Weltbildes, und doch liefern
sie auf entscheidende Fragen, zum Beispiel auf die Frage nach dem Phdanomen Zeit,
unterschiedliche Antworten.

Einstein kann sich zugutehalten, die Vorstellung einer absoluten Zeit aus der Welt
geschafft zu haben. Vor Einstein war die physikalische Zeit ein zuverldssiger
Taktgeber, sie lief iiberall gleich schnell ab, egal, was man anstellte. Wo man sich
auch befand, eine unsichtbare und unkorrumpierbare Standuhr, die absolute Zeit, war
schon da. (An dieser Stelle m6ge man uns verzeihen, dass wir vom Ablaufen der Zeit
sprechen, natiirlich lauft die Zeit in der Physik nicht ab, aber die Sprache macht es
nicht einfach, das klar auszudriicken.) In Einsteins Relativitédtstheorie jedoch hdngt
die Zeit davon ab, wie schnell man sich bewegt und ob man sich in der Ndhe von
sehr schweren Dingen, zum Beispiel Sternen, aufhilt oder nicht. Seitdem kann man
sich auf die Zeit nicht mehr verlassen.

Diese Erkenntnis ist keineswegs nur ein theoretisches Hirngespinst. Uhren laufen
tatsdchlich langsamer ab, wenn man sie auf hohe Berge bringt und damit weiter vom
Erdmittelpunkt entfernt. Sie laufen auerdem langsamer ab, wenn man sie in einem
Flugzeug herumfliegt, eine echte Zumutung. Der Effekt ist auf der Erde nicht groBer
als ein paar Nanosekunden, wird aber dramatisch, wenn man zum Beispiel mit
Lichtgeschwindigkeit unterwegs ist oder sich in der Ndhe eines Schwarzen — Lochs
befindet. Einsteins Zeit ist wie ein Gummiband. Das bedeutet auch, dass der
Moment «jetzt» fiir zwei Personen nicht derselbe ist. Es gibt keine Gleichzeitigkeit
im Universum.

Jedenfalls nicht in der Relativitdtstheorie. In der Quantenmechanik dagegen gibt
es immer noch die absolute Zeit, also Newtons unbestechliche Standuhr, die {iberall
im Universum mit derselben Geschwindigkeit tickt. Weil die Quantenzeit und
Einsteins Zeit so unterschiedlich sind, wollen einige Physiker die Zeit lieber ganz
abschaffen, um beide Theorien vereinigen zu konnen — im Ergebnis also ganz im
Sinne des oben erwdhnten McTaggart. Der englische Physiker Julian Barbour zum
Beispiel hat es sich zum Ziel gesetzt, die Zeit aus der Physik zu verbannen. Er
argumentiert, die Realitdt bestehe in Wahrheit aus einer Ansammlung von
Schnappschiissen, die durch Naturgesetze zusammengehalten werden. Unsere
Sinnesorgane teilten uns mit, dass sich die Welt verdndert, und dies erzeuge die
Illusion von Zeit. «Zeit entsteht aus Veranderung», so Barbour.

Andere Physiker trennen sich weniger gern von der Zeit. George Ellis, Kosmologe
und Mathematiker aus Stidafrika, benutzt ein wesentliches Charakteristikum der
Quantenmechanik, um nicht nur die Zeit zu retten, sondern auch die Zukunft
offenzuhalten, entsprechend unserer subjektiven Erfahrung. Die



quantenmechanische Sicht auf die Welt besteht aus zwei sehr unterschiedlichen
Prozessen: Die Entwicklung von Quantenteilchen wird mit Hilfe einer
Wellenfunktion beschrieben, deren Verhalten exakt bestimmten Gleichungen
gehorcht. Allerdings gilt dies nur, wenn man nicht in die Geschicke des Teilchens
eingreift. Mochte man irgendetwas mit dem Teilchen anstellen, zum Beispiel seinen
Ort messen, dann «kollabiert» die Wellenfunktion. Das Ergebnis ist nicht
vorhersagbar, verschiedene Resultate sind méglich, und wir wissen vorher nur, mit
welcher Wahrscheinlichkeit sie auftreten werden.

Dies bedeutet, so Ellis, dass wir erst dann wissen kénnen, was geschehen wird,
nachdem es geschehen ist. Aullerdem ldsst sich nicht vorhersagen, wann ein
bestimmtes Ereignis eintreten wird. Fiir Ellis ist das Vergehen der Zeit fest in der
Quantenphysik verankert, im Einklang mit unserer alltdglichen Zeitwahrnehmung,
nicht aber mit dem statischen Blockuniversum, das die Physik ansonsten propagiert.
Ellis stellt sich die Raumzeit deshalb als einen «sich entwickelnden Block» vor, der
immer weiter wachst, je mehr Zeit ablduft. Im statischen Blockuniversum existieren
alle Momente, egal ob Vergangenheit oder Zukunft. Ellis dagegen beschreibt eine
Welt, in der die ungewisse Zukunft in einer Art Quantenwurstmaschine
kontinuierlich in statische Vergangenheit verwandelt wird.

Im Unterschied zu der wachsenden Zeitachse von George Ellis ist die Zukunft in
der Standardzeit der Physik starr und unverdnderlich. Unser Eindruck, die Zukunft
verdndern zu kénnen, passt allerdings schlecht zu diesem Modell. Wie sich dieser
freie Wille des Menschen mit der feststehenden physikalischen Zeit vertragt, ist
schwer zu erkldren. Das Problem konnte man zum Beispiel umgehen, wenn man sich
dafiir entscheidet, dass die Welt in Wahrheit ein Multiversum ist, in dem alle
moglichen Versionen der Zukunft (und der Vergangenheit) parallel existieren. Mit
Hilfe seines freien Willens entscheidet sich der Mensch, in welchem der vielen
Universen er leben will.

So eine Art Multiversum wird zum Beispiel in der Viele-Welten-Interpretation
der Quantenmechanik realisiert, vorgeschlagen in den 1950er Jahren vom
amerikanischen Physiker Hugh Everett. Wenn in einem quantenmechanischen
Experiment ein Elementarteilchen, sagen wir ein Elektron, entweder links oder
rechts aus dem Loch geflogen kommt, jeweils mit einer Wahrscheinlichkeit von 50
Prozent, dann kollabiert die Wellenfunktion laut Everett nicht und entscheidet sich
fiir eine Variante, sondern es gibt zwei Welten, in einer kommt das Elektron rechts
raus, in der anderen links. Zu Everetts Zeiten stie§ das Multiversum auf wenig
Gegenliebe; in den letzten Jahren wird es bei den Experten populérer.

Ein weiteres Problem mit der Zeit ist ihre Richtung. Die meisten Vorgange in der
Physik, besonders wenn man sich kleine Teilchen ansieht, sind symmetrisch in der
Zeit, das heilSt, sie konnten prinzipiell sowohl vorwdrts als auch riickwarts ablaufen.
Angenommen, man dreht einen Film, in dem zwei Atome aufeinander zufliegen,
kollidieren und dann wieder voneinander wegfliegen. Weiterhin angenommen, man



wiirde diesen sehr langweiligen Film jemandem zeigen, der bei der Atomkollision
nicht dabei war, und zwar wiirde man ihn riickwarts abspielen. Fiir den Beobachter
sdhe das wie ein ganz normaler Film aus, er konnte nicht erkennen, ob das
Geschehen jetzt vorwarts oder riickwarts ablduft — der Vorgang ist symmetrisch in
der Zeit oder «zeitumkehrinvariant».

Aber einige wesentliche Gesetzmaéligkeiten halten sich nicht an diese schone
Regel, wie jeder aus der taglichen Anschauung bestdtigen kann: Ein Film vom
Absturz eines Flugzeugs sieht riickwérts abgespielt ganz anders aus als vorwarts.
Flugzeuge zerschellen beim Absturz am Boden, fiigen sich aber nicht wieder
zusammen. Heille Getrdnke kiihlen sich von alleine ab; selten jedoch fangen kalte
Getranke von alleine an zu kochen. Wirft man einen Stein ins Wasser, dann
entstehen kreisférmige Wellen, die sich von ihrem Ausgangspunkt wegbewegen,
nicht umgekehrt. Auf irgendeine Weise hat die Natur also einen eingebauten
Zeitpfeil. Warum das so ist und warum er ausgerechnet in die Richtung zeigt, die wir
normalerweise Zukunft nennen, gehort zu den zentralen Fragen in der Physik.

Am Schluss noch ein praktisches Problem. Die Wissenschaften streiten sich
aullerdem dariiber, wer dafiir zustandig ist, die Zeit zu messen. Traditionell ist dies
die Aufgabe der Astronomie. Der Umlauf der Erde um die Sonne und die Drehung
der Erde um sich selbst legen die Ldange von Jahr und Tag fest, und das sollte auch so
bleiben, argumentieren Astronomen wie Steve Allen vom Lick Observatory in
Kalifornien. Leider ist die Erde kein besonders zuverldssiger Taktgeber, ihre
Drehung verlangsamt sich im Laufe der Zeit. Deshalb ist jedes (astronomisch
festgelegte) Jahr um ein paar Zehntelsekunden ldanger als sein Vorgdnger.

Das wissen wir natiirlich nur, weil die Zeit mittlerweile nicht mehr nach dem
Sonnenstand bestimmt wird, sondern mit physikalischen Prédzisionsuhren. Physiker
messen die Zeit mit Hilfe von Atomuhren: Wechselt ein Elektron in einem Atom
von einem Energieniveau auf ein anderes, so sondert es ein Lichtteilchen mit einer
bestimmten Frequenz ab. Die Schwingung dieses Photons wird zur Definition der
Sekunde verwendet ( - Kilogramm).

Atomuhren bestimmen heute schon unsere offiziellen Zeitsysteme. Weil die Erde
der physikalischen Zeit hinterherhinkt, wurde ein Kompromiss gefunden, um die
Zeit weiterhin im Takt der Erdrotation zu halten: Immer, wenn die Erde eine
Sekunde auf die Atomuhrzeit verloren hat, wird eine «Schaltsekunde» eingelegt —
der Tag erhélt eine zusdtzliche Sekunde, zum Beispiel am 31. Dezember 2008.
Schaltsekunden sind keine perfekte Losung und technisch aufwendig, weswegen
Zeitexperten wie Dennis McCarthy, der bis 2005 den beneidenswerten Titel
«Director of the Directorate of Time» am United States Naval Observatory in
Washington fiihren durfte, sie am liebsten abschaffen wiirden. Der Wegfall der
Zeitsekunden jedoch hielSe, die Zeit unabhédngig von astronomischen Taktgebern zu
definieren. Wie Allen vorrechnet, hétte dies dramatische Konsequenzen — schon im



Jahr 6360 wiirde der Dienstag auf den Mittwoch fallen.

Es geht also darum, von welcher Art Zeit wir uns regieren lassen wollen, von einer
Zeit, die eiert und immer wieder korrigiert werden muss, oder von einer, die
wirklich exakt gleichmdfSig ablduft, aber dazu fiihrt, dass es irgendwann mittags
dunkel ist. Der Streit um die Zeit ist eine missliche Angelegenheit, weil es ohne
kompetente Zeitmessung nicht mehr geht. Zum Beispiel verlassen sich
Navigationssysteme von Flugzeugen und Schiffen darauf, dass die Zeit auf
Nanosekunden genau ist. Wiirde man sie versehentlich um eine Sekunde verstellen —
weltweites Chaos wire die Folge. Bomben wiirden an der falschen Stelle
explodieren, das Weltraumteleskop wiirde die falschen Sterne ansehen und die
Fernsehprogramme kdamen durcheinander. Es wére das Ende der Welt, wenigstens
fiir einen kurzen Augenblick.

De Selby iibrigens hatte gar nicht vor, die Zeit zu erforschen. Alle seine
Entdeckungen zum Wesen der Zeit waren Zufall. Das eigentliche Ziel seiner
Forschungen war die Zerstérung der ganzen Welt.



zur Inhaltsiibersicht

Zitteraal

Assault weapons have gotten a lot of bad press lately, but they’re manufactured for a reason: to take out
today’s modern super animals, such as the flying squirrel, and the electric eel.
Lenny Leonard, «The Simpsons»

Das «New England Aquarium» im Hafen von Boston ist voller bemerkenswerter
Kreaturen. Es verfiigt unter anderem iiber Rochen, Haie, Riesenschildkroten,
Riesentintenfische, Riesenirgendwas, Quallen, Robben und eine Anakonda. Man
kann Krebse streicheln und Wale beobachten. Auflerdem ist das Aquarium ein Ort,
an dem man Zitteraale nicht nur sehen, sondern auch héren kann. Zitteraale gehéren
zu den wenigen Tieren, die extrem starke elektrische Signale erzeugen kénnen, mit
denen sie Beutetiere entweder téten oder zumindest immobilisieren. Die Schocks
sind stark genug, um Menschen fiir Sekunden auler Gefecht zu setzen. Im Bostoner
Aquarium wird jeder Stromstol$ vom Zitteraal durch Sensoren in der
Aquariumswand in akustische Signale umgewandelt. Sind die Zitteraale aufgeregt,
erzeugen sie Trommelschldge, die durch das Gebdude bis zu den Pinguinen hallen.
Zitteraalfreunde rings um die Welt fragen sich, wie der Fisch selbst seine heftigen
Elektroschocks tiberlebt. Diese Frage ist iberraschenderweise bis heute nicht
eindeutig beantwortbar.

Zitteraale, lateinisch Electrophorus electricus, sind iiberhaupt keine Aale, genauso
wie Biicherwiirmer gar keine Wiirmer sind. Sie gehtren zu den Neuwelt-
Messerfischen (Gymnotiformes), einer Ordnung, die in der Fischtaxonomie in der
Nédhe der Welsartigen steht. Sieht man sich den flachen, runden Kopf des Zitteraals
genauer an, so dhnelt er tatsdchlich eher einem Wels als einem Aal. Der Rest des
Korpers dagegen ist aalartig; lang, zylinderféormig und flossenlos. Zitteraale konnen
zwei Meter lang werden und gehoren zu den grélSten SiiBwasserfischen der Welt.

Das besondere Feature des Zitteraals jedoch ist seine Fdhigkeit, andere
Wasserbewohner mit starken Stromstof8en zu qudlen. Die Stromerzeugung allein ist
nichts Besonderes unter Messerfischen. Wie der Zitteraal leben viele seiner
Verwandten in dunklen, schlammigen Fliissen Stidamerikas, im Amazonas und
seinen uniibersichtlich vielen Nebenfliissen. Weil man da unten nichts sieht, setzen
die Fische schwache elektrische Impulse zur Navigation und Kommunikation ein.
Neben diesen schwachen Impulsen kann der Zitteraal jedoch Spannungen im Bereich
von 600 Volt erzeugen, fast dreimal so viel, wie aus der Steckdose kommt. Mit Hilfe



dieser starken Elektroschocks erlegt er Beute, verteidigt sich gegen Feinde und halt
Amazonastouristen davon ab, im seichten Wasser auf ihn draufzutreten.

Dass es sich bei diesen Schocks um elektrischen Strom handelt und nicht um
irgendeine andere Art Todesstrahlen, ist seit etwa 300 Jahren bekannt. Im Jahr 1776
gelang es dem Engldnder John Walsh, aus der Entladung des Zitteraals einen
sichtbaren Funken zu erzeugen. In einem anderen Versuch demonstrierte er, dass der
Schock eines Zitteraals von 27 in Reihe aufgestellten Personen gefiihlt werden kann.
Diese Experimente waren Vorldufer der Studien von Luigi Galvani und Alessandro
Volta, die schlielSlich im Jahr 1800 zur Entwicklung der elektrischen Batterie
fiihrten. In jeder Taschenlampe steckt ein gezahmter Zitteraal.

Wie die Fische Stromschldge produzieren, die ein Pferd niederstrecken kénnen, ist
seit den 1950er Jahren umfassend erforscht. Die hinteren drei Viertel des
Zitteraalkorpers werden im Wesentlichen von drei stromerzeugenden Organen
eingenommen, von denen zwei fiir die starken Schocks zustdndig sind. Die Organe
bestehen aus Elektrozyten, Zellen, die auf einer Seite flach, auf der anderen zerfasert
aussehen. Im Ruhezustand besteht zwischen dem Innenraum der Zelle und den
Zellzwischenrdumen eine geringe elektrische Spannung von etwa —90 Millivolt,
unter anderem weil die in der Zellmembran eingebauten lonenpumpen positiv
geladene Natrium-Ionen aus der Zelle herausbeférdern.

Das Kommando zur Auslésung eines Stromimpulses gelangt vom Fischgehirn
tiber Nervenfasern in das elektroschockerzeugende Organ. Die an den flachen Seiten
der Elektrozyten anliegenden Nervenenden bewirken die Freisetzung eines
chemischen Stoffs, der wiederum dafiir sorgt, dass Natrium-Ionen an einer Seite
ungehindert in die Zelle stromen kénnen, was die Spannung zwischen Innen- und
Aullenraum fiir kurze Zeit auf +50 Millivolt umdreht. Dieser Vorgang geschieht
gleichzeitig an mehreren tausend Zellen, die in einer langen Reihe angeordnet sind.
Wie bei einer Autobatterie, wo mehrere Akkus in Serie geschaltet sind, addieren sich
die kleinen elektrischen Potenziale, die an einzelnen Elektrozyten entstehen, zu einer
hohen Spannung zwischen Anfang und Ende des Fisches. Fiir einige Millisekunden
fliefSt ein starker elektrischer Strom von bis zu einem Ampere durch das den Fisch
umgebende Wasser.

Aber warum elektrokutiert sich der Fisch mit dieser ausgekliigelten Apparatur
nicht selbst? Und warum schadet es ihm nicht, wenn Artgenossen direkt neben ihm
Elektroschocks absondern, wie man es zum Beispiel im Aquarium in Boston
beobachten kann? Die Frage ist so offensichtlich, dass sie im Internet von Laien
ausgiebig diskutiert wird. Befragt man Experten dazu, rdumen sie zwar ein, dass es
keine klare Antwort gibt, aber zumindest liefern sie ein paar mogliche Erkldarungen.

Mit ziemlicher Sicherheit spielt die Anordnung der Elektroschockorgane im
Korper eine Rolle. Wahrend diese Organe im Schwanz des Fisches liegen, sind alle
anderen wichtigen Teile (z.B. Herz und Gehirn) im oder nahe am Kopf angebracht.
Der Weg von den spannungserzeugenden Elementen zum Kopf ist lang, und das



Gewebe dazwischen leitet Strom schlechter als das Wasser, in dem sich der Fisch
aufhalt. Daher flielSt im Wasser ein viel starkerer Strom als im Fisch. Zudem sind
die lebenswichtigen Organe durch isolierende Fettschichten geschiitzt.

Gegen den Strom im umgebenden Wasser ist der Zitteraal zumindest zum Teil
geschiitzt, weil er iiber eine dicke Haut verfiigt, die elektrischen Strom schlecht
leitet. Es hilft auerdem, dass der Zitteraal viel groRer ist als seine Beute: Je grofler
die Oberfldche eines Fisches, desto mehr elektrische Ladungstrager kdnnen in ihn
hineinstromen, das heilst, desto starker ist der Strom, dem er ausgesetzt ist. Welchen
Schaden dieser Strom dann aber anrichtet, hdngt vom Volumen des Fisches ab. Der
elektrische Strom, der durch den Zitteraal flielSt, ist zwar stdrker als der, den das
kleinere Beutetier abbekommt, aber er verteilt sich auf ein viel groBeres Volumen.
Zudem ist der StromstolS nur von sehr kurzer Dauer. Eine Kombination dieser
Effekte fiihrt dazu, dass der Zitteraal nicht die volle Wucht seines eigenen
Stromschlags zu spiiren bekommt.

Aber das Problem ist damit nicht vollstdndig geklart. Menschen sind deutlich
groler als Zitteraale und verfiigen ebenfalls {iber erhebliche Fettschichten. Trotzdem
kann ein vom Zitteraal erzeugter Stromschlag sie fiir kurze Zeit auller Gefecht
setzen. Das funktioniert auch, wenn sie sich nur mit den Beinen im Wasser befinden
und der Weg zu den lebenswichtigen Organen demnach dhnlich lang ist wie beim
Zitteraal. Menschen sterben an solchen Schocks zwar nicht, aber unangenehm ist es
auf jeden Fall. Die Amerikanerin Pam Green, die fiir die TV-Show «Fear Factor»
Zitteraale bertihrte, beschreibt die Empfindung als «héllische Schmerzen», in etwa
so, als wiirde man in eine Steckdose fassen. Entweder verbringt der Zitteraal sein
ganzes Leben mit solchen Schmerzen, was nicht ausgeschlossen ist, oder er hat noch
irgendeinen Trick auf Lager.

Die Zitteraalliteratur weill offenbar keine Antwort. Spezielle Untersuchungen zu
diesem Problem, so Angel Caputi, Neurobiologe aus Uruguay, im amerikanischen
Wissenschaftsmagazin «Scientific American», seien ihm nicht bekannt.
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Das Unwissen von 2007

Science moves but slowly slowly, creeping on from point to point.
Alfred Tennyson

Waihrend der Arbeit am ersten «Lexikon des Unwissens» in den Jahren 2006 und
2007 dachten wir unruhig dariiber nach, wie viel Zeit zwischen Textabgabe und
Buchveroffentlichung verstreicht, namlich fast ein halbes Jahr. Mehr als genug Zeit
fiir die Wissenschaft, so vermuteten wir, um alle im Buch enthaltenen Probleme zu
16sen. Und wenn das Buch nicht schon bei seinem Erscheinen iiberholt sein wiirde,
dann doch vermutlich wenige Wochen danach.

Fiinf Jahre spater sind fast alle der 42 Fragen aus dem «Lexikon des Unwissens»
noch offen. Als besonders robustes Unwissen erwiesen sich die folgenden dreizehn
Themen, zu denen es {iberhaupt nichts Neues aus der Forschung zu berichten gibt:
Sexuelle Interessen, Rattenkonig, Geld, Laffer-Kurve, Herbstlaub, Anésthesie,
Einemsen, Weibliche Ejakulation, Erkdltung, Menschliche Korpergrolie,
Unangenehme Gerdusche, Trinkgeld und der Stern von Bethlehem.

Geklart hingegen wurde ausgerechnet ein Thema, das eigentlich im «Lexikon des
Unwissens» hatte auftauchen sollen, am Ende aber aufgrund schlechter Planung
entfiel, ndmlich die Frage, ob die Pest wirklich die Pest und nicht vielleicht eine
ganz andere Krankheit war, die auf anderen Wegen iibertragen wird. Das Buch «Pest,
Not und schwere Plagen» des Medizinhistorikers Manfred Vasold mit seiner
ausfiihrlichen Darlegung der offenen Fragen rund um die groffen Seuchenziige war
einer der Kristallisationskeime fiir das «Lexikon des Unwissens». Es war daher ein
wenig ungerecht, dass ausgerechnet die Pest es nicht ins Buch schaffte. Wir wollten
das Versdumnis in diesem Band wiedergutmachen, aber es war zu spit:
Anthropologen der Universitdt Mainz hatten inzwischen durch Untersuchungen der
Zahne und Knochen von Pestopfern zwei Varianten des Bakteriums Yersinia pestis
als Schuldige identifiziert.

Bei den tibrigen 29 Problemen ging es immerhin in irgendeine Richtung voran.
Hier eine Auswahl der interessantesten Fortschritte:

Wo, wann und wie pflanzen sich Aale fort?
Die Grolse der Tiere, die man mit Hilfe von Telemetriegerdten in ihrem Alltag
verfolgen kann, ist nach unten durch die GroBe der verfiigbaren Sender begrenzt.



Diese Grenze aber verschiebt sich von Jahr zu Jahr, sodass man mittlerweile
zumindest die grofSten und kraftigsten Aale mit Sendern ausriisten kann. Das dafiir
verwendete taschenlampenférmige Gerét ist 15 Zentimeter lang, kostet 4000 Euro
und misst alle 15 Minuten Lichtverhdltnisse, Tauchtiefe und Wassertemperatur.
Nach einem festgelegten Zeitraum féllt der Sender ab, steigt an die
Meeresoberfldache und sendet die gesammelten Daten via Satellit an die Aalforscher.
2006 wurden 22 Aale damit ausgeriistet, von denen sieben sich sofort mit dem teuren
Sender aus dem Staub machten. Die {ibrigen 15 wurden zwei Monate lang verfolgt,
und im Jahr 2009 erschien eine erste Verdffentlichung auf der Basis dieser Daten. So
kam jetzt immerhin ans Licht, dass die Aale nicht auf dem kiirzesten Weg Richtung
Sargassosee schwimmen, sondern zundchst auf die Azoren zusteuern. Was danach
geschieht, ist weiterhin unbekannt. Forscher vermuten, dass sich die Aale in die dort
vorherrschende Siidweststromung einfddeln und so ihre Reise beschleunigen.
Tagstiber tauchen sie bis zu 1000 Meter ab, nachts halten sie sich in 200 bis 300
Meter Tiefe auf. Die Senderaale legten nur fiinf bis 25 Kilometer pro Tag zuriick,
das ist zu langsam, um die vermuteten Laichgriinde zur angenommenen Laichzeit im
April zu erreichen. 2008 wurden neue Aale mit Sendern versehen, die diesmal erst
viel spadter abfallen sollten, im Idealfall am Ziel ihrer Reise. Bis zum Erscheinen
dieses Buchs waren jedoch noch keine neuen Ergebnisse veroffentlicht.

Die Datenauswertung fand im Rahmen des auf vier Jahre angelegten europdischen
Forschungsprojekts EELIAD statt. Das Akronym steht fiir «European Eels in the
Atlantic: Assessment of Their Decline», und die investierten vier Millionen Euro
sollen nur nebenbei die Neugier unserer Leser befriedigen. In erster Linie geht es
darum, dass die Fischfangindustrie gern mehr Aale nach Europa zuriickkehren sihe.
Letztlich werden die fortschreitende Miniaturisierung von Telemetriegerdten und
der menschliche Wunsch, moglichst viele Aale zu essen, wohl in naher Zukunft zur
Entratselung der Aalgeheimnisse fiihren.

Wer waren die ersten Amerikaner, und wie kamen sie nach Amerika?

2002 entdeckten Forscher in den Paisley-Hohlen in Oregon Koproliten, in anderen
Worten: versteinerte menschliche Exkremente. Die Analyse dieses Fundes wurde
2008 veroffentlicht: Laut C14-Datierung sind die Fundsachen 14 300 Jahre alt, also
tiber 1000 Jahre élter als das bis dahin akzeptierte Datum der ersten Besiedlung
Amerikas. Sie stammen aus den Geddarmen eines Menschen, der sich seine spdtere
Unsterblichkeit vermutlich anders ertraumt hat und dessen Vorfahren aus Ostasien
kamen.

Ein ebenfalls 2008 veroffentlichtes neues Modell auf der Basis von DNA-Daten
geht davon aus, dass Nordamerika nicht, wie bis dahin angenommen, von nur rund
100 Menschen, sondern von einigen Tausenden besiedelt wurde. Auf der damaligen
Bering-Landbriicke zwischen Asien und Nordamerika mussten diese Siedler 20 000
Jahre warten, bis zwei hinderliche Gletscher weggeschmolzen waren. Vielleicht



waren die Menschen damals geduldiger als heutige Bahnpassagiere, vielleicht
verbrachten sie aber auch einen Grofteil der 20 000 Jahre mit Murren, Auf-die-Uhr-
Sehen und Leserbriefschreiben.

[talienische Forscher stellten 2009 eine Theorie vor, der zufolge Nordamerika vor
etwa 15 000 bis 17 000 Jahren fast zeitgleich von zwei unterschiedlichen Gruppen
besiedelt wurde. Das bedeutet unter anderem, dass die Siedler nicht
notwendigerweise einer einzigen Sprachfamilie angehorten, womit sich viele
linguistische Probleme elegant aus dem Weg rdumen lieflen. Die Studie beruht auf
einer DNA-Analyse, die fiir einen Marker namens D4h3 einen Ausbreitungsweg von
der Beringbriicke entlang der Pazifikkiiste bis nach Feuerland nahelegt. Eine zweite
Gruppe mit dem Marker X2a konnte sich ungefahr zur selben Zeit durch einen
eisfreien Korridor im Innern Kanadas nach Siiden verbreitet haben, begniigte sich
aber mit der Besiedlung Nordamerikas.

Gibt es Dunkle Materie, und, wenn ja, woraus besteht sie?

Weiterhin halten die meisten, die am Problem der Dunklen Materie arbeiten, die
WIMPS («weakly interacting massive particles») fiir die beste Erkldarung des
Phdanomens. Hierbei handelt es sich um submikroskopische Teilchen, die mit
Materie nur extrem schwach wechselwirken und daher nicht so einfach
nachzuweisen sind. Nach wie vor gibt es eine Reihe von WIMPS-Kandidaten, nach
wie vor wurden sie nicht gefunden.

Nicht mehr ganz ins «Lexikon des Unwissens» schaffte es die Entdeckung von
Dunkler Materie im «Bullet Cluster», einer Stelle im Universum, an der zwei
Haufen von Galaxien miteinander kollidieren. Durch schlaue Techniken konnte man
im Jahr 2006 zeigen, dass die Gesamtmasse des Haufens an einer anderen Stelle sitzt
als der Grofiteil der sichtbaren Masse. Wahrend das sichtbare Zeug bei der Kollision
abgebremst wurde, flog die Dunkle Materie ungebremst weiter — wie ein
Fahrradfahrer, der nach dem Blockieren der Vorderradbremsen nach vorne
geschleudert wird. Der Bullet Cluster gilt heute fiir viele als letzter, eindeutiger
Beweis fiir die Existenz von Dunkler Materie, insbesondere in Abgrenzung zu den
Alternativtheorien, die unter der Bezeichnung MOND laufen. Deren Befiirworter,
zum Beispiel der an der Universitdt Bonn arbeitende Astronom Pavel Kroupa, sehen
das naturgemadl$ anders. Er fiihrt ein Blog mit dem Titel «The Dark Matter Crisis»
und forderte am 19. November 2010 einen der Befiirworter des Dunkle-Materie-
Szenarios zu einer 6ffentlichen Diskussion in Bonn heraus. Selten werden
wissenschaftliche Dispute an einem Abend geklart; die Debatte endete
unentschieden, und der Streit geht weiter.

SchlieBlich noch eine gute Nachricht: Die ratselhafte Verlangsamung der Pioneer-
Sonde, die unter anderem mit Hilfe von Dunkler Materie und mit allen moglichen
anderen exotischen Einfliissen erkldrt werden sollte, kann vielleicht bald zu den



Akten gelegt werden. Seit der Entdeckung des Effekts im Jahr 1980 sind Hunderte
von Publikationen zum Thema geschrieben worden, und im Jahr 2005 begann eine
neue griindliche Analyse, bei der eine der groBeren Herausforderungen darin
bestand, alle alten Daten wiederzufinden (zum Teil in Miilltonnen) und in
brauchbare Formate zu konvertieren. Die endgiiltigen Ergebnisse sind zwar noch
nicht verfiigbar (Stand: Februar 2011), sollen aber demnéchst erscheinen, und sie
deuten auf einen eher trivialen Effekt hin: Die Sonde ist an einer Seite ein kleines
bisschen weniger warm als an der anderen, strahlt daher auf einer Seite weniger
Photonen ab und wird wegen des RiickstofSes der iiberschiissigen Photonen
langsamer. Die eher phantastischen Erklarungen scheinen aus dem Rennen zu sein.

Wie entstand Hawaii?

Hier ging es um die Frage, ob die Inseln von Hawaii durch einen Strom von
heilem Material, das aus den Tiefen der Erde nach oben steigt (eine sogenannte
Mantelplume), entstanden sind oder auf andere Weise. Im «Lexikon des Unwissens»
hiel es, dass die Gegner der Plume-Hypothese in letzter Zeit zahlreicher und lauter
geworden sind. Das mag zwar stimmen, eine Aullenseiterposition war es trotzdem
und ist es heute vermutlich erst recht. Die {iberwiegende Mehrheit der Geologen halt
weiterhin zu Mantelplumes, und es ist nicht ganz klar, wie es das Problem iiberhaupt
ins Buch geschafft hat, denn richtiges Qualitdtsunwissen ist die Sache mit den
Mantelplumes nicht.

Warum Hawaii entstanden ist, mag einigermalien geklart sein, aber warum Hawaii
genau da entstanden ist, wo man es heute vorfindet, liegt im Dunkeln. Lange Zeit
ging man davon aus, dass Plumes ortsfest in der Erde sitzen, aber schon vor einigen
Jahren stellte sich heraus, dass die von Hawaii sich im Laufe der Zeit kriimmt. Die
Basis, tief unten in der Ndhe des Erdkerns, sitzt zwar fest, aber das obere Ende der
Plume bewegte sich im Laufe der letzten 100 000 Jahre um mehr als 1000 Kilometer
nach Siiden. Warum es das tut, ist noch nicht klar. Der Vorgang lduft zum Gliick
sehr langsam ab, man muss sich keine Sorgen machen, Hawaii beim ndchsten
Besuch nicht wiederzufinden.

Ist die Indus-Schrift {iberhaupt eine Schrift, und, wenn ja, was bedeuten die
erhaltenen Inschriften?

Die vielen tausend Inschriften der 5000 Jahre alten Harappa-Kultur sind weiterhin
unentschliisselt, allerdings ist inzwischen klarer, dass es sich tatsdchlich um Schrift
handelt und nicht nur um eine Ansammlung von Symbolen. Der Informatiker Rajesh
P. N. Rao untersuchte mit Hilfe mathematischer Modelle die Flexibilitédt der
Reihenfolge, in der die Zeichen aufeinanderfolgen. Natiirliche Sprachen
unterscheiden sich in dieser Flexibilitdt deutlich von Programmiersprachen und von
nichtsprachlichen Zeichenketten wie der DNA. Die Indus-Schrift liegt dabei ganz in
der Nahe anderer alter Sprachen wie Sumerisch und Alt-Tamilisch und weit entfernt



von den Ergebnissen nichtsprachlicher Zeichenfolgen. Rao und Kollegen erfassten
unter anderem, mit welcher Wahrscheinlichkeit auf eine Zeichenkette ein
bestimmtes Zeichen folgt (im Deutschen etwa folgt auf ein sc praktisch immer ein
h). Als Nebeneffekt der Forschungsarbeit lassen sich Liicken in den Inschriften jetzt
mit dem wahrscheinlichsten Zeichen auffiillen.

Warum klebt Klebeband?

Kleben ist ein wichtiges und eintragliches Geschéft, und so war die
Klebeforschung auch in den letzten Jahren wieder sehr produktiv. 2008 fanden
Forscher an der University of California in Los Angeles heraus, dass Tesafilm
erstaunliche Mengen Rontgenstrahlen abgibt, wenn man ihn im Vakuum abrollt, und
verdffentlichten das Tesafilm-Rontgenbild eines Fingers. Seit 2009 weill man etwas
genauer, wie der Superkleber funktioniert, mit dem sich Seepocken festhalten. Zwei
Materialwissenschaftler veréffentlichten 2010 neue Erkenntnisse iiber die
Klebrigkeit von Spinnennetzen, und auch der Nachbau von GeckofiiRen kommt
langsam voran. Die im «Lexikon des Unwissens» behandelte Frage, warum
Klebeband und Post-it-Notizzettel kleben, ist aber noch offen, zudem stellt sich jetzt
die Frage, woher eigentlich die ziemlich hohe Energie der Tesafilm-
Roéntgenstrahlung stammt.

Wie entstehen Kugelblitze? Gibt es sie iiberhaupt?

Forscher an der Universitdt Innsbruck stellten 2010 ein neues Erkldrungsmodell
aus der beliebten «Kugelblitz als Il1lusion»-Reihe vor. Stimuliert man in
medizinischen Experimenten die Netzhaut durch Magnetfelder, dann berichten die
Versuchspersonen oft von Lichtwahrnehmungen, die einem Kugelblitz nicht
undhnlich sind. Auch Blitze erzeugen Magnetfelder, die in den Kopfen der
Umstehenden einen Kugelblitz auftauchen lassen kénnten, wo in Wirklichkeit gar
keiner ist. Kritiker wenden ein, auf diese Art liefen sich nur weille oder blasse
Lichterscheinungen erzeugen, wahrend Kugelblitze schon in allen Farben
aufgetaucht seien. Auch gibt es Kugelblitzberichte, in denen mehrere Beobachter die
Lichterscheinung in dieselbe Richtung wandern sehen. Halluzinationen, auch
magnetisch ausgeldste, benehmen sich aber in jedem Kopf anders. Der Beitrag iiber
die Hypothese im universitdtseigenen Magazin «zukunft forschung» stand wie
iblich unter dem Titel «Kugelblitz-Geheimnis entschliisselt». Bis dahin dauert es
aber vielleicht doch noch ein bisschen.

Wie entstehen Kugelsternhaufen?

Der groBe Durchbruch bei den offenen Fragen zum Ursprung von
Kugelsternhaufen ist zwar nicht erkennbar, aber es geht seit 2007 in vielen kleinen
Schritten vorwarts. Vor allem findet man Berichte iiber neue Beobachtungen von



Kugelsternhaufen in allen moglichen Galaxien. Nur zwei interessante Neuigkeiten:
Wir wissen jetzt, dass sich in groBen Ansammlungen von Galaxien Tausende
Kugelsternhaufen befinden, die nicht direkt mit einer Galaxie assoziiert sind, wie
man bisher annahm, sondern zwischen den Galaxien herumfliegen. Uber solche frei
marodierenden Kugelsternhaufen ist lange spekuliert worden, unter anderem, weil
Interaktionen zwischen Galaxien dazu fiihren sollten, dass ein paar Kugelsternhaufen
aus den Galaxien herausfliegen. Bisher jedoch wusste niemand so genau, wie viele
es davon gibt und was sie in ihrer Freizeit tun.

AuBerdem stellte sich in den letzten Jahren heraus, dass die Anzahl der
Kugelsternhaufen in einer Galaxie mit der Masse des grolRen Schwarzen Lochs im
Kern der Galaxie korreliert — zumindest bei elliptischen und ein paar anderen Arten
von Galaxien. «Der Ursprung der Korrelation ist obskur», so die Astrophysiker
Andreas Burkert und Scott Tremaine in einer Publikation von 2010, aber es sieht so
aus, als sei die Entstehung von Kugelsternhaufen eng gekoppelt an die des Kerns der
Galaxie. Theorien zur Galaxienentstehung werden das alles erkldren miissen,
irgendwann.

Warum wird die Kurzsichtigkeit weltweit immer haufiger?

Es fehlt nicht an Theorien und Meinungen zur Kurzsichtigkeitsepidemie, aber
keine davon veranlasste in den letzten Jahren Wissenschaftsredaktionen zu einer
«Ritsel geldst»-Uberschrift. Zwei Studien fanden Anzeichen dafiir, dass Insulin das
Wachstum des Augapfels anregt, was fiir eine Theorie spricht, der zufolge der
Verzehr groler Mengen raffinierter Kohlenhydrate zur Kurzsichtigkeit fiihren kann.
Die Bestimmung der genetischen Grundlagen macht Fortschritte, allerdings ist man
sich einig, dass Gene in der weltweiten Kurzsichtigkeitsepidemie keine grofSe Rolle
spielen konnen. Welche Faktoren bei vorhandener genetischer Veranlagung zum
Entstehen von Kurzsichtigkeit fiihren konnen — das war 2011 nicht wesentlich klarer
als 2007.

Wie kam das Leben auf die Erde?

Bei diesem Thema ist jede Menge los, was sich zum Teil auch im Eintrag
«Aulerirdisches Leben» in diesem Buch widerspiegelt. Die vielen neuen
Erkenntnisse lassen sich kaum in wenigen Zeilen zusammenfassen, haben das
Grundproblem aber bisher nicht gelést. Weiterhin sind mehrere Ideen zur
Entstehung von Leben auf der Erde gut im Geschift. Insbesondere ist die Hypothese
der «KRNA-Welt», die im «Lexikon des Unwissens» erwdhnt wird, in den letzten
Jahren populédrer geworden. RNA ist eine Art primitive DNA, die sich dieser
Hypothese zufolge als Erstes aus der Ursuppe bildete. Eine englische
Forschergruppe schaffte es im Jahr 2009 zum ersten Mal, wesentliche Bestandteile
der RNA unter Bedingungen entstehen zu lassen, die denen auf der frithen Erde
dhneln. Allerdings ist der Vorgang sehr komplex, wie die Gegner des Konzepts



einwenden, und man wiinscht sich eine einfachere Methode.

Schlagzeilen machte im Dezember 2010 eine NASA-Pressekonferenz, auf der
amerikanische Forscher Bakterien mit der Bezeichnung GFAJ-1 vorstellten, die
offenbar Arsen in ihren Organismus einbauen kénnen, und zwar an den Stellen, wo
alle anderen Lebewesen Phosphor verwenden, unter anderem in der DNA. Arsen ist
zwar chemisch so dhnlich wie Phosphor, bringt Lebewesen aber normalerweise
zuverldssig um. Wenn diese Bakterien damit klarkommen, wére das ein neuer
Hinweis darauf, dass Leben hart im Nehmen ist und unter allen moéglichen
Bedingungen gedeiht. Nur ein paar Tage dauerte es, dann meldeten sich andere
Experten zu Wort und bedachten die NASA-Publikation mit ungewohnlich harscher
Kritik. Andere Forschergruppen werden sich die GFAJ-1-Bakterien ausleihen und
nachsehen, ob alles mit rechten Dingen zugeht.

Warum ist der Boden im kalifornischen Los-Padres-Nationalpark stellenweise
mehrere hundert Grad heil3?

Noch bevor die Ursache geklart werden konnte, warum die Stelle 2004 plétzlich
so warm geworden war, kam im August 2008 eine neue, mit 400 Grad noch besser
beheizte hinzu. Die Zustdndigen vor Ort erkldrten der Presse, die beiden Falle hitten
wohl unterschiedliche Griinde, und wendeten sich dann wieder ihrem sicherlich viel
interessanteren Alltagsgeschift zu.

Ist die Riemann-Hypothese wahr oder falsch?

Bei der Riemann-Hypothese geht es, stark verkiirzt ausgedriickt, um die Frage,
welchem Muster die Verteilung der Primzahlen folgt. Xian-Jin Li, ein ehemaliger
Student von Louis de Branges (der seinerseits seit Jahren an einer Losung der
Riemann-Hypothese arbeitet, siehe «Lexikon des Unwissens»), veroffentlichte im
Juli 2008 eine eigene Losung bei arxiv.org, einem frei zugdnglichen
Dokumentationsserver fiir Physiker, Mathematiker, Biologen und Informatiker.
Mathematiker fanden schnell eine Schwachstelle, und Li zog seine L6sung nach
wenigen Tagen zuriick. Damit erging es ihm noch vergleichsweise gut, denn es
macht viel Arbeit, so einen Losungsversuch nachzuvollziehen und zu widerlegen.
Unzdhlige angebliche Lésungen der Riemann-Hypothese diimpeln seit Jahren
uniiberpriift bei arXiv und anderswo herum. Das Preisgeld von einer Million
jedenfalls war auch Anfang 2011 noch zu haben.

Wozu ist der Schlaf gut? Und was passiert dabei eigentlich im Kérper?

Viel wurde in den letzten Jahren iiber das Schlafen und Traumen geschrieben, aber
meistens ging es dabei um die experimentelle Erforschung von Details bekannter
Hypothesen. Einen neuen Ansatz stellten 2008 der Schlafforscher James Krueger
und Kollegen vor. Schlaf, so vermuten sie, ist kein Zustand des ganzen Organismus,



der zentral ein- und ausgeschaltet wird, sondern ein lokales Phdanomen. Einzelne
Neuronengruppen fallen dann in Schlaf, wenn sie es fiir nétig halten, und die
Entscheidung, wann das ganze Lebewesen sich hinlegt, wird quasi demokratisch
getroffen. Manche Teile des Gehirns schlafen also bereits, wenn man sich miide
fiihlt, und dass es nach dem Aufwachen eine halbe Stunde dauern kann, bis alle
wieder einsatzfdhig sind, wird den meisten Lesern nicht neu sein. Fiir die
selbstandige Schlaf- und Aufwachfdhigkeit einzelner Neuronengruppen sprechen
Phdnomene wie das Schlafwandeln und die Schlafgewohnheiten von Delphinen, bei
denen sich die Gehirnhédlften abwechselnd ausruhen. Wenn es eine zentrale
Schlafsteuerung gibe, sollten eigentlich auch Fille bekannt sein, in denen
Gehirnverletzungen zu einem Totalausfall der Schlaffdhigkeit fiihren, das ist aber
nicht der Fall. Wie viele Gehirnteile sich schlafen legen miissen, damit der
Bewusstseinszustand insgesamt als Schlaf wahrgenommen wird, ist unklar und wird,
so die Autoren, auch schwer experimentell herauszufinden sein. Abschliellend heif3t
es: «Wir sind weit von jeder umfassenden molekularen oder genetischen Erkldrung
des Schlafs oder der technischen Details der lokalen Schlafregulation entfernt.»

Womit und warum schnurren Katzen?

Zum Forschungsstand von 2007 ist nur eine einzige Veroffentlichung iiber das
Katzenschnurren hinzugekommen. Sie erschien 2009 und handelt vom
unterschiedlichen Klang des zufriedenen Schnurrens und des «Hallo, hallo, ich hétte
gern was zu essen, hallo, es eilt!»-Schnurrens. Auch Menschen ohne
Katzenerfahrung kénnen die beiden Gerdusche unterscheiden, wenn sie ihnen im
Experiment vorgespielt werden, und empfinden das Fiitter-mich-Schnurren als
unangenehmer und schwerer zu ignorieren. Die Forscher spekulieren, dass es sich
um ein Gerduschspektrum aus der Mutter-Kind-Beziehung handelt, dessen
arteniibergreifendes Funktionieren sich Katzen im Zusammenleben mit dem
Menschen zunutze machen. In den Danksagungen der Vertffentlichung sind Archie,
Clyde, Fuzzy, Hippolythe, Marbles, Max, Mojo, Morgan, McKee, Pepo und Socks
aufgefiihrt.

Warum werden manche Orte jahrelang von TausendfiiBlerplagen heimgesucht, und
wie wird man die Tiere wieder los?

In der bei Tausendfiilern beliebten Gemeinde Rons in Vorarlberg war die Plage
im Jahr 2008 «so stark wie noch nie». Der Vorarlberger Experte Klaus Zimmermann
und sein Kollege Christian Ulrichs von der Humboldt-Universitdt Berlin stellten im
Rahmen eines Pilotprojekts einen mit Diatomeenerde beschichteten Schutzzaun um
das am stdarksten befallene Grundstiick auf. Der im «Lexikon des Unwissens»
optimistisch angekiindigte Wirkstoff sollte die Tausendfiiller austrocknen und zur
Umkehr bewegen. «Ein Ende der Invasion ist in Sicht», berichtete Vorarlberg
Online. 2010 aber hiel es im selben Magazin: «Die Tausendfiifler-Plage ist wieder



in die Jagdberggemeinde Rons zuriickgekehrt.» Auch anderswo auf der Welt, zum
Beispiel in Nordwestschottland, Tasmanien und Teilen Australiens, litt man in den
letzten Jahren heftig unter Tausendfiiflerbesuch. Auf den Erfinder eines
funktionierenden Gegenmittels wartet also ausreichend dankbare Kundschaft.

Was genau geschieht eigentlich, wenn sich Tropfen bilden?

Die franzosischen Forscher Emmanuel Villermaux und Benjamin Bossa widmeten
sich 2009 einem Thema, das in unserem Tropfenkapitel gar nicht zur Sprache kam:
Warum haben nicht alle Regentropfen die gleiche GroRe? Die GroRenverteilung von
Wassertropfen innerhalb eines Regenschauers war schon seit den 1940er Jahren
bekannt und durch die Marshall-Palmer-Formel beschrieben. Bisher fiihrte man die
unterschiedlichen TropfengroRen darauf zuriick, dass die urspriinglich gleich grofen
Tropfen in der Luft zusammenstofen. Villermaux und Bossa fanden unter
Zuhilfenahme von Hochgeschwindigkeitskameras heraus, dass Kollisionen gar nicht
notig sind: Beim Erreichen einer kritischen Gro3e von etwa 6 Millimeter
Durchmesser verformen sich die Tropfen fallschirmartig und zerplatzen. Unwissen
ist manchmal so leicht zu finden und zu beseitigen, vorausgesetzt, man fasst im
Regen nicht nur wissenschaftlich unfruchtbare Gedanken wie «Meine Fiille sind
Nnass».

Was 16ste am 30. Juni 1908 die enorme Explosion im sibirischen Tunguska-Gebiet
aus? War es ein Komet, ein Asteroid, ausstromendes Methangas oder etwas ganz
anderes?

2008 fanden in Russland und Italien Konferenzen zum Thema Tunguska statt,
deren Beitrdge und Ergebnisse offenbar weder iibersetzt noch 6ffentlich zur
Verfiigung gestellt wurden. Wenn doch nur jemand ein internationales
Datennetzwerk erfdande, mit dessen Hilfe man das Material auch fiir Nicht-
Konferenzteilnehmer zugénglich machen kénnte! Wir gehen vorerst davon aus, dass
die Welt wohl irgendwie davon erfahren hétte, wenn es gelungen wére, die Frage
abschliefSend zu kldren.

2010, so liest man, machte sich eine russische Expedition unter Wladimir
Alexejew vom bei Moskau gelegenen Troitsk Institute of Innovative and
Thermonuclear Research (TRINITI) auf den Weg ins Tunguska-Gebiet und
durchleuchtete einige verdachtige Gegenden bis in 100 Meter Tiefe mittels
Bodenradar. Der Suslow-Sumpf erwies sich als Einschlagskrater eines grofSen
Himmelskorpers. In einiger Tiefe seien sogar dessen Uberreste gefunden worden, bei
denen es sich nach ersten Untersuchungen um Eis handle. Das ist wegen der
Permafrostboden vor Ort im Prinzip moglich und wiirde einen Punkt fiir die von
russischen Forschern bevorzugte Kometentheorie bedeuten. Im Harz der
umstehenden Badume habe man aulSerdem Spuren von Elementen gefunden, die gut



zum kosmischen Staub im Inneren von Kometen passen. Zum Entstehungszeitpunkt
unseres Buchs gab es tiber diese Expedition allerdings nur einen einzigen
detailarmen Bericht in der Tageszeitung Prawda, der aullerhalb Russlands
ausschliellich von Esoterik- und Ufo-Blogs aufgegriffen wurde.

Italienische Forscher wiederholten auf einer Tagung der American Geophysical
Union im Herbst 2010 im Groben die Argumente der Kundt-Olchowatow-Schule fiir
einen geologischen Ursprung der Explosion. Sie besagt auf der Basis von
Gesteinsanalysen, in dieser Gegend sei dergleichen schon 6fter vorgekommen, es sei
sehr unwahrscheinlich, dass Himmelskorper immer wieder denselben Ort
heimsuchten, und wahrscheinlich sei eine Gasexplosion an allem schuld. Obwohl es
an «Tunguska-Ratsel geldst!»-Uberschriften nicht mangelte, ist also weiterhin alles
offen.

Wer verfasste das Voynich-Manuskript, und was bedeutet es?

2009 genehmigte die Beinecke Library der Yale University erstmals eine
materialwissenschaftliche Untersuchung des Schriftstiicks. Durch C14-Datierung
konnte die Entstehung mit einer Wahrscheinlichkeit von 95 Prozent auf die Zeit
zwischen 1404 und 1438 eingegrenzt werden. Es handelt sich also nicht um eine
moderne Falschung, und die bisherigen Hauptverdachtigen, der um 1292 verstorbene
Roger Bacon und der 1865 geborene Wilfrid Voynich, scheiden als mégliche
Autoren aus. Was drinsteht, weill man bis heute nicht.

Warum verhélt sich Wasser so wunderlich?

Die im «Lexikon des Unwissens» behandelten Fragen sind weiterhin offen, nur
der «Mpemba-Effekt» — die Frage, warum warmes Wasser schneller gefriert als
kaltes — darf nach einer 2010 eingereichten Veroffentlichung als entratselt gelten.
Als James Brownridge, Strahlenschutzbeauftragter an der State University of New
York, von einem Kollegen zum Mpemba-Effekt befragt wurde, konnte er keine
Griinde benennen, und weil ihn das irritierte, versprach er, die Sache ziigig
aufzukldren. «Wissenschaft ist schon, macht aber viel Arbeit», wie ein kluger Mann
einmal so oder dhnlich sagte, und so kam es, dass Brownridge zehn Jahre lang in
seiner Freizeit Gefrierexperimente durchfiihren musste, bis er die Antwort fand. Die
Kurzfassung seiner Arbeit: Bei der experimentellen Untersuchung des Mpemba-
Effekts muss jede Kleinigkeit bis hin zur Art des Wassers und der Platzierung des
Temperaturfiihlers prazise kontrolliert werden, wenn man vergleichbare Ergebnisse
erhalten will. Eine mégliche Ursache fiir einen selbsterzeugten Mpemba-Effekt kann
beispielsweise sein, dass das Warmwassergefall das am Boden des Gefrierfachs
angesammelte Eis zum Schmelzen bringt. Wenn dieses aufgetaute Eis wieder fest
wird, hat das Warmwassergefdl§ besseren Kontakt zum Gefrierfach als das
Kaltwassergefal$, und sein Inhalt gefriert daher schneller.

Sorgt man fiir identische Bedingungen, dann kann das warme Wasser unter ganz



bestimmten Umstdnden schneller gefrieren als das kalte. Voraussetzung dafiir ist,
dass das Wasser in beiden Behdltern unter den Gefrierpunkt abkiihlt und dabei
fliissig bleibt. Das klingt unwahrscheinlich, kommt aber bei Fliissigkeiten hin und
wieder vor. Irgendwann wird es dann allerdings auch dem unterkiihlten Wasser zu
kalt, und spatestens beim Unterschreiten einer bestimmten Temperatur gefriert es
zack auf einen Schlag. Bei zwei in jeder Hinsicht identischen Wasserproben ist das
die gleiche Temperatur, beispielsweise —10 Grad. Hat man aber eine der beiden
Wasserproben vorher erwdarmt, beeinflusst man dadurch ihren bevorzugten
Gefrierpunkt. In welche Richtung er sich verschiebt, das hangt von den personlichen
Vorlieben der Wasserprobe ab, das ehemalige Warmwasser gefriert also jetzt
vielleicht schon bei -5 Grad oder auch bei —15. Im ersten Fall liegt der spontane
Gefrierpunkt der Warmwasserprobe (-5 °C) jetzt iiber dem der Kaltwasserprobe (—
10 °C), und voila: Das ehemals warme Wasser gefriert vor dem kalten. Warum und
wie sich durch Erhitzung die Gefriertemperaturvorlieben einer Wasserprobe
verdndern lassen, das ist eine andere Frage, in deren Kldrung jemand anders zehn
Jahre seiner Freizeit wird investieren miissen.

Party-Konversationstipp: Sehen Sie davon ab, diesen Sachverhalt darzulegen,
sobald jemand den Mpemba-Effekt erwdhnt.
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Uber dieses Buch

Ist unsere Welt nicht allmdhlich komplett erforscht, alles vermessen und geklart?
Von wegen. Es gibt erstaunlich viele weille Flecken auf der Landkarte des
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